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ABSTRACT
Summary: ClustalW is a tool for aligning multiple protein
or nucleotide sequences. The alignment is achieved via
three steps: pairwise alignment, guide-tree generation
and progressive alignment. ClustalW-MPI is a distributed
and parallel implementation of ClustalW. All three steps
have been parallelized to reduce the execution time.
The software uses a message-passing library called MPI
(Message Passing Interface) and runs on distributed
workstation clusters as well as on traditional parallel
computers.
Availability: The source codes are written in ISO C
and are available at http://www.bii.a-star.edu.sg/software/
clustalw-mpi/. An open source implementations of MPI is
available from http://www-unix.mcs.anl.gov/mpi/.
Contact: kuobin@bii.a-star.edu.sg

INTRODUCTION
In addition to the traditional massively parallel com-
puters, distributed workstation clusters now play an
important role in scientific computing perhaps due to
the advent of commodity high-performance processors,
low-latency/high-bandwidth networks and powerful
development tools (Sterling, 2001). To fully utilize the
relatively inexpensive CPU cycles available to today’s
scientists, we present a parallel implementation of the
popular multiple sequence alignment tool, ClustalW.

ClustalW (Thompson et al., 1994) can be classified
as a bioinformatics application having semi-regular
computational patterns (Trelles, 2001), which means
the algorithms are composed of both synchronous and
asynchronous steps. The first step of ClustalW involves
calculating a distance matrix between each pair of
sequences. This is an easy target for coarse-grained
parallelization since all elements of the distance matrix
are independent. The second step of ClustalW determines
the topology of the progressive alignment. Finally the
last step obtains the multiple alignment progressively.
For the last two steps, there is no simple coarse-
grained parallel solution because of the data dependency
problem.

Existing versions of parallel ClustalW were all designed
for shared-memory multiprocessor machines (Mikhailov
et al., 2001; Duzlevski, 2002). Mikhailov’s version is
widely used by Internet ClustalW servers. It runs only on
SGI (Silicon Graphics Inc., Mountain View, CA, USA)
computers. Duzlevski’s version used Posix threads and
can be run on symmetric multiprocessor computers. In ad-
dition, large bioinformatics centers (for example, Institut
de Biologie et Chimie des Protéines, France and Institut
de Génétique et de Biologie Moléculaire et Cellulaire,
France) have their own parallel implementation.

ClustalW-MPI is targeted for workstation clusters
with distributed memory architecture, which, compared to
shared-memory machines, generally have smaller network
bandwidth and longer message latency. Our implementa-
tion does not require proprietary hardware or software.

METHODS
The parallelization of the distance-matrix calculation
is a problem of allocating time-independent tasks to
parallel processors. We used a scheduling strategy called
fixed-size chunking (FSC, (Hagerup, 1997)) where batches
of tasks of one fixed size are to be allocated to available
processors. Giving out large batches minimizes the
communication overhead but may incur high processor
idle time, whereas small batches reduce the idle time but
may lead to high overhead.

The data of the speedup test comprises of 500 protein
sequences with an average length of about 1100 amino
acids. They were obtained from the BLASTP results
with the query sequence (GI:21431742), a cystic fibrosis
transmembrane conductance regulator. In the speedup
test we allocated about 80 pairwise alignments to each
processor at a time. In Figure 1, the data labeled with
pairalign shows that efficient parallelization indeed were
achieved on our test cluster. The cluster is made of
eight dual-processor PCs (Pentium III, 800 MHz) and
interconnected with the standard Fast Ethernet.

Once we have the distance matrix, a guide tree needs to
be produced to serve as the topology of the final progres-
sive alignment. The algorithm for generating the guide tree
is the neighbor-joining method (Saitou and Nei, 1987). We
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Fig. 1. Elapsed times and speedups for the ClustalW-MPI results of
the 500-sequence data as a function of the number of processors.
Pairalign is the CPU time for the calculation of pairwise distance,
malign is the CPU time for progressive alignment.

have made slight modifications of the ClustalW codes so
that the neighbor-joining tree can be done in O(N 2) time
while still retain the same results as the original ClustalW.
For the 500-sequence test data the tree generation takes
about 0.04% of the overall CPU time. In most cases the
CPU time spent on this stage is less than 1% even for data
containing 1000 sequences. We have a MPI implementa-
tion that parallelizes the searching of sequences having
the highest divergence from all other sequences.

A mixed fine- and coarse-grained approach is used
for the final progressive alignment stage. It is coarse
grained in that all external nodes in the guide tree are to
be aligned in parallel. The efficiency obviously depends
on the topology of the tree. For well balanced guide tree,
the ideal speedup can be estimated as N/ log N , where
N is the number of nodes in the tree. We also applied the
recursive parallelism paradigm (Andrews, 2000) to the
linear space profile–profile alignment algorithm (Myers
and Miller, 1988). Finally, the calculations of the forward
and backward passes of the dynamic programming are
also parallelized.

Figure 1 shows the elapsed times and the speedups
obtained with ClustalW-MPI on the 500-sequence test
data. The calculations of pairwise distances scale up
as expected, up to 15.8 using 16 processors. For the
essentially not parallelizable progressive alignment, our
data shows that the speedup of 4.3 can be achieved with
our mixed fine- and coarse-grained approach using 16
processors.

With the features of ClustalW-MPI, we demonstrate that
it is possible to speedup lengthy multiple alignments with
relatively inexpensive PC clusters.
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