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por el cariño que nos une. Mil palabras no bastaŕıan para agradecerles su apoyo, su
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Resumen

Las álgebras de Frobenius fueron introducidas en álgebra en teoŕıa de grupos y
la teoŕıa de sus representaciones. Posteriormente aparecieron de forma inesperada
en topoloǵıa. En la década pasada las álgebras de Frobenius han aparecido en una
variedad de contextos topológicos, en f́ısica y en computación. En f́ısica las álgebras
de Frobenius aparecen en el contexto de Teoŕıas Topológicas de Campos.

Las álgebras de Frobenius fueron estudiadas por primera vez por Frobenius en
[Fro03]. En los 30’ Brauer y Nesbitt retomaron el estudio de las mismas. Nakayama
en [Nak39] y [Nak41] descubrió la dualidad que estas tienen y Lawvere en [Law69]
las caracterizó en términos de coproductos.

En este trabajo estamos interesados en la relación entre las álgebras de Frobenius
y las Teoŕıas Topológicas de Campo. Donde una descripción de las últimas fue
dada por Atiyah en [Ati88]. Una n-Teoŕıa Topológica de Campo (nTTC) es una
regla Z donde a cada (n − 1)-variedad cerrada orientada M le asocia un espacio
vectorial Z(M) y a cada n-variedad cuya frontera es M le asocia un vector de
Z(M). Esta regla está sujeta a una colección de axiomas, entre los cuales está el
que pide que variedades difeomorfas tengan asociados espacios vectoriales isomorfos
y que la unión disjunta de variedades tengan asociado el producto tensorial de los
espacios correspondientes a cada variedad. En dimensión dos tenemos el siguiente
teorema.

Theorem 0.0.1. Existe una equivalencia de categoŕıas

2TTC ∼= cAF

donde cAF es la categoŕıa de álgeras de Frobenius conmutativas. El funtor está
definido de la siguiente manera, el espacio vectorial subyacente al álgebra de Frobe-
nius es el espacio asociado, mediante la 2-Teoŕıa Topológica, al ćırculo S1.

En el trabajo de Moore y Segal, [MS06] se estudia la posibilidad de abrir estas
teoŕıas y considerar la acción de un grupo finito en ellas. En este trabajo daremos
una generalización al caso no compacto.

Una familia de ejemplos de álgebras de Frobenius es la cohomoloǵıa de una
variedad compacta cerrada M . El hecho que H∗(M) sea un álgebra de Frobenius
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es equivalente a la dualidad de Poincaré. Nos podemos preguntar cuanta de esta
estructura podemos recuperar en el caso en que la variedad M sea no compacta. En
este trabajo damos una posible respuesta. Probamos que H∗(M) es una casi-álgebra
de Frobenius cuando M es no compacta. La noción de casi-álgebra de Frobenius es
una noción más débil que la de álgebra de Frobenius pero ambas son más fuertes
que la noción de álgebra. En este trabajo también veremos que esta construcción
está lejos de ser trivial, para ello daremos una familia infinita de ejemplos usando
teoŕıa de cuerdas y orbifolds.



Abstract

Frobenius algebras were introduced in algebra motivated by group theory and
the theory of their representations. It was somewhat unexpected to find them later
appearing in topology. During the past decade, Frobenius algebras have shown up
in a variety of topological contexts, in theoretical physics and in computer science.
In physics, the appearance of Frobenius algebras occurs in the context of topological
quantum field theories (TQFTs), which in their axiomatization amount to a precise
mathematical theory.

Frobenius algebras were first studied by Frobenius [Fro03] around 1900. During
the 1930’s Brauer and Nesbitt in their classical paper On the regular representations
of algebras took up again the study of these structures. It is only then that they
are christened as Frobenius algebras. Nakayama discovered a rich duality theory
in [Nak39] and [Nak41]. Dieudonné used this duality to characterize Frobenius
algebras, in [Die58] where he called this property of an algebra a perfect duality.
A very important characterization of Frobenius algebras in terms of coproducts
goes back at least to Lawvere [Law69] (1967), rediscovered by Quinn [Qui95] and by
Abrams [Abr96] in the 1990’s, in the then brand new context of topological quantum
field theories.

In this work we are interesting in the relation between Frobenius algebras and
Topological Quantum Field Theory, where an axiomatic formulation of the last
was described by M. Atiyah in [Ati88]. An n-dimensional topological quantum
field theory (TQFT) is a rule Z which to each closed oriented (n − 1)-manifold M
associates a vector space ZM , and to each oriented n-manifold whose boundary
is M associates a vector in ZM . This rule is subject to a collection of axioms
which express that topologically equivalent manifolds have isomorphic vector spaces
associated to them, and that disjoint unions of manifolds go to tensor products of
vector spaces.

In dimension 2 we have the following important theorem:

Theorem 0.0.2. There is an equivalence of categories

2TQFT ' cFA.

The underlying vector space of the Frobenius algebra is the vector space that the
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TQFT (seen as a functor 2Cob→ V ect) associates to the circle (seen as an object
in 2Cob.)

In their seminal paper Moore and Segal [MS06] studies some of these generaliza-
tions. In particular they studied the possibility of open strings and of gauging under
the action of a finite group. The work we present here is a further generalization to
the case of non-compact background space-time in terms of this over-simplified toy
model for string theory.

A family of examples of Frobenius algebras is the cohomology of a compact closed
manifold M . In fact the statement that H∗(M) is a Frobenius algebra is equivalent
to Poincaré duality. We can ask then what if anything of this information can be
encoded in some sort of algebraic entity for the cohomology of a non-compact closed
manifold. We provide in this work one possible answer. We prove that H∗(M) is
a nearly Frobenius algebra even when M in non-compact, the notion of a nearly
Frobenius algebra being weaker than that of a Frobenius algebra but of course
stronger than that of an algebra. Isolating the definition of a nearly Frobenius
algebra is not hard once one is inspired in TQFTs. In this way we isolate the
corresponding algebraic generalizations for the various notions of Moore and Segal
of a Frobenius structure in the non-compact framework. These definitions are one of
the main contributions of this work. The second main contribution is to prove that
the definitions a very far from trivial, for we construct infinite families of examples
using string topology and orbifolds.
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Chapter 1

Introduction

Frobenius algebras were introduced in algebra motivated by group theory and
the theory of their representations. It was somewhat unexpected to find them later
appearing in topology. During the past decade, Frobenius algebras have shown up
in a variety of topological contexts, in theoretical physics and in computer science.
In physics, the appearance of Frobenius algebras occurs in the context of topological
quantum field theories (TQFTs), which in their axiomatization amount to a precise
mathematical theory. In computer science, Frobenius algebras arise in the study of
flowcharts, proof nets, and circuit diagrams.

Frobenius algebras were first studied by Frobenius [Fro03] around 1900. During
the 1930’s Brauer and Nesbitt in their classical paper On the regular representations
of algebras took up again the study of these structures. It is only then that they
are christened as Frobenius algebras. Nakayama discovered a rich duality theory
in [Nak39] and [Nak41]. Dieudonné used this duality to characterize Frobenius
algebras, in [Die58] where he called this property of an algebra a perfect duality.
A very important characterization of Frobenius algebras in terms of coproducts
goes back at least to Lawvere [Law69] (1967), rediscovered by Quinn [Qui95] and by
Abrams [Abr96] in the 1990’s, in the then brand new context of topological quantum
field theories. Indeed, a Frobenius algebra A can be defined as an algebra with a
coproduct which is a map of A-modules.

In the axiomatic formulation described by M. Atiyah in [Ati88] an n-dimensional
topological quantum field theory (TQFT) is a rule Z which to each closed oriented
(n− 1)-manifold M associates a vector space ZM , and to each oriented n-manifold
whose boundary is M associates a vector in ZM . This rule is subject to a collection
of axioms which express that topologically equivalent manifolds have isomorphic
vector spaces associated to them, and that disjoint unions of manifolds go to tensor
products of vector spaces, etc.

In our opinion the clearest formulation of a TQFT is in terms of category theory,
as introduced by G. Segal: first one defines the category of cobordisms nCob the
objects of which are closed oriented (n− 1)-manifolds (up to diffeomorphism), and
an arrow from Σ1 to Σ2 is an oriented n-manifold M whose incoming boundary is
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Σ1 and whose outgoing boundary is Σ2. The composition of cobordisms is defined
by gluing together the underlying manifolds along common boundary components.
The cylinder Σ× I seen as a cobordism is the identity arrow of Σ. The operation of
taking disjoint unions of manifolds and cobordisms gives this category a monoidal
structure. On the other hand, the category V ectk of vector spaces is monoidal
under tensor products. Roughly speaking the Atiyah axioms amount to saying that
a TQFT is a (symmetric) monoidal functor from nCob to V ectk. This is also called
a linear representation of nCob.

In dimension 2, these structures are classified: since surfaces are completely
classified, one can also describe completely the cobordism category. Every cobordism
is obtained by composing the following four basic cobordisms: the disc with an
outgoing circle, the pair of pants, the cylinder and the disc with an incoming circle.
Two cobordisms are equivalent if they have the same genus and the same number
of incoming and outgoing boundaries. This gives a set of relations, and a complete
description of the monoidal category 2Cob in terms of generators and relations.

The generating bordisms for 2Cob are “creation”, “merging”, “splitting up” and
“annihilation”. These bordisms transform under the symmetric monoidal functor
as algebraic operations:

Principle Feynman diagram 2D cobordism Algebraic operation in a k-algebra A

merging product A⊗A→ A

creation unit k→ A

splitting coproduct A→ A⊗A

annihilation counit A→ k

Finally, the relations that hold in 2Cob correspond precisely to the axioms of a
commutative Frobenius algebra. This is encoded in the following important theorem:

Theorem 1.0.3. There is an equivalence of categories

2TQFT ' cFA.

The underlying vector space of the Frobenius algebra is the vector space that the
TQFT (seen as a functor 2Cob→ V ect) associates to the circle (seen as an object
in 2Cob.)



1. Introduction 3

All of the above can be thought of as an extremely simplified version of string
theory. And all of the above talks only about closed strings. It is quite natural to
consider several possible generalizations.

In their seminal paper Moore and Segal [MS06] studies some of these generaliza-
tions. In particular they studied the possibility of open strings and of gauging under
the action of a finite group. The work we present here is a further generalization to
the case of non-compact background space-time in terms of this over-simplified toy
model for string theory.

What this means for a topologist is the following. A natural source of examples
of Frobenius algebras in topology is the cohomology (or the homology) of a compact
closed manifold M . In fact the statement that H∗(M) is a Frobenius algebra is
equivalent to Poincaré duality. We can ask then what if anything of this information
can be encoded in some sort of algebraic entity for the cohomology of a non-compact
closed manifold. We provide in this work one possible answer. We prove that H∗(M)
is a nearly Frobenius algebra even when M in non-compact, the notion of a nearly
Frobenius algebra being weaker than that of a Frobenius algebra but of course
stronger than that of an algebra. Isolating the definition of a nearly Frobenius
algebra is not hard once one is inspired in TQFTs. In this way we isolate the
corresponding algebraic generalizations for the various notions of Moore and Segal
of a Frobenius structure in the non-compact framework. These definitions are one of
the main contributions of this work. The second main contribution is to prove that
the definitions a very far from trivial, for we construct infinite families of examples
using string topology and orbifolds.

We will describe now the contents of this work.
The beginning of each chapter contains a more detailed summary of its contents.

Here we shall just give a brief overview of each chapter together with the statements
of the major results.

Chapter 2. In this chapter we review the standard definitions of Frobenius alge-
bras and we give a list of examples that illustrate the theory. We recall some basic
algebraic results due to Lowell Abrams [Abr96] and Aaron D. Lauda [Lau08]. They
give two additional equivalent definitions of a Frobenius algebra using the coalgebra
structure.

These results are important to us because they admit the ”non-compact” gen-
eralizations that we are looking for in a very natural manner. Indeed, while it is
difficult to guess what the correct definition would be using the traditional defini-
tions using traces, the equivalent definition of Abrams is very easy to modify for our
purposes.

So following Cohen and Godin [CG04] we define the concept of a nearly Frobenius
algebras. A nearly Frobenius algebra consists of an algebra A with a map ∆ : A→
A⊗A such that the following diagrams commute:



4

• The coalgebra axioms

A
∆ //

∆
��

A⊗A

∆⊗1
��

A⊗A
1⊗∆
// A⊗A⊗A

i.e. (∆⊗ 1)∆(x) = (1⊗∆)∆(x) for all x ∈ A.
• The Frobenius identities

A⊗A
m //

∆⊗1
��

A

∆
��

A⊗A⊗A
1⊗m

// A⊗A

A⊗A

1⊗∆
��

m // A

∆
��

A⊗A⊗A
m⊗1

// A⊗A

i.e. ∆(x)y = ∆(xy) = x∆(y), for all x, y ∈ A.
Or equivalently, a nearly Frobenius algebra consists of an algebra A with a map
θ : k→ A⊗A such that the following diagram commutes:

A
1⊗θ //

θ⊗1
�� ∆ ((QQQQQQQQQQQQQQ A⊗A⊗A

m⊗1
��

A⊗A⊗A
1⊗m

// A⊗A

If we note θ(1) =
∑
ξi ⊗ ξj to say that the last diagram commutes is equivalent to

say that
∑
ξi ⊗ ξjx = ∆(x) =

∑
xξi ⊗ ξj, for all x ∈ A.

Note that this new concept is a generalization of the concept of Frobenius algebra
where we remove the counit, in particular there is no trace involved in the definition.
All of the above is essentially well known, but we have set to clarify the details in
the literature.

The first new result of this thesis is the proof that a natural example of a nearly
Frobenius algebra is the Poincaré algebra of an oriented, connected not necessarily
compact smooth manifold, which in turn proves that there in infinitely many non-
trivial examples.

Chapter 3. We review in this chapter the notion of Topological Field Theory.
Although not strictly necessary in the logical sense for the results of this work, it
provides a great source of clarification for our definitions.

In the first section we review the basic definition of a nD-Topological Field The-
ory given by Michael Atiyah in [Ati88] and [Ati90]. In the section 2 we study a
formulation in categorical terms. Graeme Segal woked out very carefully this char-
acterization in his Lecture Notes form the Workshop on Geometry and Physics.
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The main result in this chapter is the so called Folk theorem which classifies such
theories. This result was obtained for example by Dijkgraaf in [Dij89] and Voronov
in [Vor94], further details of the proof having been provided by Quinn in [Qui95],
Dubrovin in [Dub96], Abrams in [Abr96], Kock in [Koc03] and Moore-Segal in
[MS06].

Theorem 3.3.1 There is a canonical equivalence of categories

2D-TFTk ' cFAk

where cFAk is the category of commutative Frobenius algebras over k (field of char-
acteristic zero).

In the last section we introduce a new structure in topology in analogy with the
new structure defined in the chapter 1. This definition is motivated by the Folk
theorem and Cohen and Godin [CG04] decided to call this a Topological field theory
with positive boundary TFT+. It is defined in the same way as TFT but with the
difference that we can write the maps linear maps associated to a surface only when
this surface has non-empty outgoing boundary.

In this new context we have an analogous result to the Folklore theorem.

Theorem 1.0.4. The category of nearly Frobenius algebras is equivalent to the cat-
egory of 2D-TFT with positive boundary.

This result was obtained in collaboration with Ernesto Lupercio, Carlos Segovia
and Bernardo Uribe, and it appears in [GLSU]. We shall not use this result to
obtain the theorems of this thesis, so we will not include a proof here.

Finally we recover a theorem of Cohen and Godin. We prove that the homology
of free loop spaces of a compact, oriented, closed manifold with the algebra structure
of Chas and Sullivan (discovered in their seminar work from 1999 [CS99]), naturally
has the structure of a nearly Frobenius algebra. While this result is not new we
think our proof is sufficiently different to interest the reader.

Chapter 4. One way to extend the notion of a 2-dimensional topological field
theory is to assign a vector space Z(X) to each compact oriented 1-dimensional
manifold, with or without boundary, and each boundary component is labeled with
an element of a fixed set B0, called the set of boundary conditions. One still requires

Z(X1 qX2) = Z(X1)⊗ Z(X2).
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Any compact 1-manifold is a union of circles and intervals, so this part of the data
amounts to two vector spaces

C = Z(S1) and A = Z(I).

Cobordisms M : X0 → X1 must now be taken to be surfaces M whose boundary
∂M is the union of X0 q X1 with a free part ∂fM , which is itself a cobordism
∂fM : ∂X0 → ∂X1.

X X10
M

fM: X0 X1

= X0 X1

A theory of this type is called 2D open-closed topological fiel theory.
Moore and Segal in his work [MS06] proved the next classification theorem:

Theorem 1.0.5. To given an open-closed topological field theory is the same as
to give a Frobenius structure, where a Frobenius structure consists of the following
algebraic data:

1. (A,∆A, 1A) is a commutative Frobenius algebra.

2. A C-linear category B, where Obj(B) = B0 and Oab = Hom(a, b) for a, b ∈ B0.

2a. With associative linear maps ηbac and units ua

ηbac : Oab ⊗ Obc → Oac, (1.1)

ua : C→ Oaa, (1.2)

2b. The spaces Oaa have nondegenerate traces

Θa : Oaa → C (1.3)

In particular, each Oaa is not necessarily a commutative Frobenius algebra.
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2c. Moreover,

Oab ⊗ Oba −→ Oaa
Θa−→ C

Oba ⊗ Oab −→ Obb
Θb−→ C

(1.4)

are perfect pairings with

Θa(ψ1ψ2) = Θb(ψ2ψ1) (1.5)

for ψ1 ∈ Oab, and ψ2 ∈ Oba.

3. There are linear maps:

ιa : A→ Oaa, ιa : Oaa → A (1.6)

such that

3a. ιa is an algebra homomorphism

ιa(φ1φ2) = ιa(φ1)ιa(φ2), (1.7)

3b. the identity is preserved

ιa(1A) = 1a. (1.8)

3c. Moreover, ιa is central in the sense that

ιa(φ)ψ = ψιb(φ), (1.9)

for all φ ∈ A and ψ ∈ Oab.

3d. ιa and ιa are adjoint

ΘA(ιa(ψ)φ) = Θa(ψιa(φ)).

3e. We define the map πab : Oaa → Obb as follows. Since Oab and Oba are in
duality, if we let ψµ be a basis for Oba then there is a dual basis ψµ for Oab.
Then we define

πab (ξ) =
∑
µ

ψµξψ
µ.

We require the Cardy conditions:

πab = ιb ◦ ιa. (1.10)
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We will call axioms 2b and 2c in the above definition the trace axioms.
The central result that we prove in this chapter is the next purely algebraic the-

orem.

Theorem 4.4.7 The trace axioms in the definition of Frobenius structure are
equivalent to the following coproduct axiom:

Coproducts Axiom: There exist a family of coassociative linear maps ∆c
ab : Oab →

Oac ⊗ Ocb which are Oaa × Obb-bimodule morphisms and linear maps Θa : Oaa → C
such that

Oab

∆b
ab //

∼=
��

Oab ⊗ Obb

1⊗Θbxxpppppppppp

Oab ⊗ k

Oab

∆a
ab //

∼=
��

Oaa ⊗ Oab

Θa⊗1
xxqqqqqqqqqqqq

k⊗ Oab

commute.

This theorem permits us to reconstruct the definition of Frobenius categories in
terms of the coproducts rather than traces, and motivated by this new presentation
we define a new algebraic structure. We have decided to call this structure nearly
Frobenius structure.
A nearly Frobenius category is given by the following algebraic data:

1. (A,∆A, 1A) is a commutative nearly Frobenius algebra.

2. A C-linear category B, where Oab = Hom(a, b) for a, b ∈ B0.

2a. With associative linear maps

ηbac : Oab ⊗ Obc → Oac (1.11)

2b. With co-associative linear maps

∆c
ab : Oab → Oac ⊗ Ocb. (1.12)

2c. where ∆c
ab is a morphism of Oda × Obe-bimodule, i.e. the diagrams:

Oda ⊗ Oab

ηadb //

1⊗∆c
ab

��

Odb

∆c
db

��
Oda ⊗ Oac ⊗ Ocbηadc⊗1

// Odc ⊗ Ocb

Oab ⊗ Obb

ηbae //

∆c
ab⊗1

��

Oae

∆c
ae

��
Oac ⊗ Ocb ⊗ Obe

1⊗ηbce
// Oac ⊗ Oce

commute.
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3. There are linear maps:

ιa : A→ Oaa, ι
a : Oaa → A (1.13)

such that

3a. ιa is an algebra homomorphism

ιa(φ1φ2) = ιa(φ1)ιa(φ2) (1.14)

3b. The identity is preserved

ιa(1A) = 1a (1.15)

3c. Moreover, ιa is central in the sense that

ιa(φ)ψ = ψιb(φ) (1.16)

for all φ ∈ A and ψ ∈ Oab.

3d. We define the map

πab := ηabb ◦ τ ◦∆b
aa : Oaa → Obb,

where τ : Oab ⊗ Oba → Oba ⊗ Oab is the transposition map. We require the
Cardy condition:

πab = ιb ◦ ιa. (1.17)

We dedicate the last section of this chapter to prove that open-closed string
topology satisfies all the axoms of nearly Frobenius structure. This example was
studied by Dennis Sullivan in [Sul04], and by Cohen, Hess and Voronov in the
book [CHV06]. In this situations our background manifold comes equipped with a
collection of submanifolds,

B = {Di ⊂M},

and the morphisms are given by the homology of the path spaces

PM(Di, Dj) = {γ : [0, 1]→M picewise smoooth: γ(0) ∈ Di, γ(1) ∈ Dj}.

Chapter 5. In this chapter we gauge (or orbifold) Frobenius structures by the
action of a finite group.

The first algebraic structure that we consider is that of a G-Frobenius algebra,
namely an algebra C = ⊕g∈GCg, where for g ∈ G, Cg is a vector space of finite
dimension such that
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1. There is a homomorphism α : G → Aut(C ), where Aut(C ) are the algebra
homomorphisms of C , such that

αh : Cg → Chgh−1 ,

and for every g ∈ G we have

αg|Cg = 1Cg .

2. There is a G-invariant trace or counit ε : Ce → C which induce nondegenerate
pairings

θg : Cg ⊗ Cg−1 → C .

3. For all x ∈ Cg and y ∈ Ch we have that the product is twisted commutative,
i.e.

xy = αg(y)x.

4. Let ∆g =
∑

i ξ
g
i ⊗ ξ

g−1

i ∈ Cg ⊗Cg−1 the Euler element, where {ξgi } is a basis of

Cg and
{
ξg
−1

i

}
is the dual basis of Cg−1 . We have that for all g, h ∈ G∑

i

αh(ξ
g
i )ξ

g−1

i =
∑
i

ξhi αg(ξ
h−1

i ).

This definition is due to Moore and Segal, [MS06].

We show in this chapter that the G-invariant part of a G-Frobenius algebra is a
Frobenius algebra. Just as before we give a new presentation of G-Frobenius algebras
using coproducts rather than traces. Then, motivated by this new presentation, we
define a new algebraic object, that we have call nearly G-Frobenius algebra, which
consists of an algebra C = ⊕g∈GCg, where Cg is a vector space for g ∈ G such that

1. There is a homomorphism α : G → Aut(C ), where Aut(C ) is the algebra of
homomorphisms of C , such that

αh : Cg → Chgh−1 ,

for every g ∈ G we have
αg|Cg = IdCg .

2. For all x ∈ Cg and y ∈ Ch we have that the product is twisted commutative,
i.e.

xy = αg(y)x.
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3. There are coproducts ∆g,h : Cgh → Cg ⊗ Ch such that the following diagrams
commute.

Cg ⊗ Chf
mg,hf //

1⊗∆h,f

��

Cghf

∆gh,f

��

Cg ⊗ Chf
mg,hf //

∆gh,h−1⊗1

��

Cghf

∆gh,f

��
Cg ⊗ Ch ⊗ Cf mg,h⊗1

// Cgh ⊗ Cf Cgh ⊗ Ch−1 ⊗ Chf 1⊗mh−1,hf

// Cgh ⊗ Cf

that is, for all x ∈ Cg and y ∈ Chf we have x∆hf (y) = ∆gh,f (xy) = ∆gh,h−1(x)y.

4. These coproducts have the next property: for every g, h ∈ G the next diagram
commutes

C

u

��

u // Ce
∆h // Ch ⊗ Ch−1

1⊗αg // Ch ⊗ Cgh−1g−1

mh,gh−1g−1

��
Ce ∆g

// Cg ⊗ Cg−1
αh⊗1

// Chgh−1 ⊗ Cg−1
mhgh−1,g−1

// Chgh−1g−1

In other words the trace has been removed.
The main result in this section is the next algebraic theorem.

Theorem 5.3.3 If A is a nearly G-Frobenius algebra then its G-invariant part is a
nearly Frobenius algebra.

We proof the major results of this thesis in the last section of this chapter. They
consist of two examples of nearly G-Frobenius algebras. The first example called
virtual cohomology, was introduced by Lupercio, Uribe and Xicoténcatl in [LUX07].
We consider the complex global quotient orbifold [M/G], where M is a complex
manifold and G is a finite group acting holomorphically on M . We define the
virtual cohomology

H∗(M,G) :=
⊕
g∈G

H∗(M g),

where M g is the fixed point set of the element g. The group G acts in the natural
way on the cohomologies by conjugation of the labels.
If α ∈ H∗(M g) and β ∈ H∗(Mh), we define the virtual product as

α ? β := ig,h!
(
(ν(g, h)δ∗g,h(α× β)

)
,

where ν(g, h) = e(M ;M g,Mh) is the Euler class of the excess bundle
TM |

Mg,h

TMg |
Mg,h+TMh|

Mg,h
,

ig,h : M g,h = M g ∩Mh ↪→ M gh and δg,h : M g,h ↪→ M g ×Mh is the diagonal map.
As the same form, if α ∈ H∗(M gh) we can define the virtual coproduct as

∆g,h(α) := δg,h!
(
µ(gh, g, h)i∗g,h(α)

)
,
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where µ(g, h) = e
(

TM |
Mg,h

TMgh|
Mg,h
⊕ TM g,h

)
.

The second example orbifold string topology, was introduced again by Lupercio,
Uribe and Xicoténcatl in [LUX08].
As the same as before we consider the complex orbifold [M/G], and we construct
the space

PG(M) :=
⊔
g∈G

Pg(M)× {g}

where
Pg(M) = {γ : [0, 1]→ Y : γ(0)g = γ(1)},

together with the G-action given by

G×
⊔
g∈G

Pg(M)× {g} →
⊔
g∈G

Pg(M)× {g}

(h, (γ, g)) 7→ (γh, h
−1gh)

where γh(t) := γ(t)h.
We define the product as the composition

ηg,h : Hp(Pg(M))⊗Hq(Ph(M))
j!−→ Hp+q−d(Pg(M)ε1×ε0Ph(M))

~∗−→ Hp+q−d(Pgh(M)),

where Pg(M)ε1×ε0Ph(M) = {(γ0, γ1) : γ0(1) = γ1(0)}, j : Pg(M)ε1×ε0Ph(M) →
Pg(M)× Ph(M) is the inclusion and ~ : Pg(M)ε1×ε0Ph(M)→ Pgh(M) is the com-
position of paths.
The coproducts are defined in a similar manner by the compositions

∆g,h : Hp+q+d(Pgh(M))
~!−→ Hp+q(Pg(M)εi×ε0Ph(M))

j∗−→ Hp(Pg(M))⊗Hq(Ph(M)).

Chapter 6. In this chapter we study the case of finite groups acting on Frobenius
categories. The first theorem that we prove is quite natural:
Theorem 6.0.6 The G-invariant part of a G-Frobenius category is a Frobenius cat-
egory.

Again we extend the concept of G-Frobenius category to G-nearly Frobenius cat-
egory, and we prove the analogous theorem.

The main results of this chapter are the fact that the virtual cohomology and the
loop orbifold admit extensions to G-nearly Frobenius categories. In the first case
the category of boundary conditions is the following:

B = {X ⊂M G-invariante}
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such that, ifX, Y ∈ B then TX|(X∩Y )g
∼= TY |(X∩Y )g for all g ∈ G, and HomB(X, Y ) =

H∗(X ∩ Y ), for X, Y ∈ B.
In the second case the category of branes is the following:

B = {X ⊂M G-invariant submanifold with X t Y transverse for X 6= Y and X∩Y 6= ∅}

Chapter 7. We will wind down with an expository chapter in which we present
an example of a Frobenius category studied by Caldararu and Willerton in [CW07].
This example is a very interesting example because the category of D-branes or
boundary conditions is the derived category of a compact Calabi-Yau manifold.
This example shows an interaction between these TQFTs and algebraic geometry.

We finish presenting a conjecture that is quite natural from our point of view.
Namely that the derived category of a non-compact Calabi-Yau manifold satisfies
the axioms of a nearly Frobenius category. This is would include a very nice gen-
eralization of Serre duality to the non-compact case. I shall return to this issue
elsewhere in collaboration with Ernesto Lupercio.
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Chapter 2

Frobenius structures

In this chapter we will give some equivalent definitions of Frobenius algebras
and a serie de examples that let us to understand in a better way this concept. A
fundamental example of Frobenius algebra is the Poncaré algebra associated to every
compact closed manifold M , this is provided by its cohomology algebra A = H∗(M)
with trace

Θ(X) =

∫
M

X.

It is not very hard to see that the Frobenius property is equivalent to Poincaré
duality.
When we consider the case of a non-compact manifold M its cohomology algebra is
no longer a Frobenius algebra, but we may ask ourselves what structure remains.

To get an idea of a possible answer to this question we have to recall that the
concept of Frobenius algebra is strongly related to the concept of a 2D-Topological
Field Theory. A natural generalization of this concepts are not to consider the
trace as a component of the algebraic structure in the topological structure. This
will motivate us to introduce the new concepts of nearly Frobenius algebra and 2D-
Topological Fiel Theory with positive boundary. This structures are strongly related
as we will see.

A Frobenius algebra is a finite dimensional unital associative algebra with a
special kind of bilinear form which gives an isomorphism to the dual.
The concept of Frobenius algebras was first studied in the 1930s by Brauer and
Nesbitt [BN38] where they were named after Frobenius. Nakayama discovered the
beginnings of a rich duality theory in [Nak39] and in [Nak41]. Dieudonné used
this to characterize Frobenius algebras in [Die58] where he called this property of
Frobenius algebras a perfect duality. The characterization of Frobenius algebras in
terms of coproducts goes back at least to Lawvere [Law69], it has been rediscovered
by Quinn [Qui95] and by Abrams [Abr97].

15
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2.1 Frobenius algebras

Fix a fiel k of characteristic zero. A k-algebra is a k-vector space A together
with two k-linear maps

µ : A⊗A→ A, u : k→ A

called multiplication and unit such that µ is associative and u is the unit (u(1) = 1A).

We start by giving a serie of equivalent definitions of Frobenius algebras.

Definition 2.1.1. A Frobenius algebra is a k-algebra A of finite dimension whit
a non-degenerate bilinear form 〈 , 〉 : A ⊗ A → k which is associative, in the sense
〈ab, c〉 = 〈a, bc〉.

Definition 2.1.2. A Frobenius algebra is a k-algebra A of finite dimension with a
linear function ε : A→ k called counit, such that the ker(ε) do not have non trivial
ideals.

Definition 2.1.3. A Frobenius algebra is a k-algebra A of finite dimension with an
A-module isomorphism λ : A→ A∗, where the dual space A∗ is an A-module with
the action a · ϕ = ϕ ◦m(a), where m : A→ End(A) is the multiplication by a ∈ A.

Proposition 2.1.4. These definitions are equivalent.

Proof. (1)⇒ (2) Given a pairing 〈 , 〉 : A⊗A→ k we define the counit as follows

ε : A → k
a 7→ 〈1A, a〉.

(2.1)

(2)⇒ (3) If we have the counit ε : A→ k we define the isomorphism λ as follows

λ : A → A∗

a 7→ λ(a) : A → k
b 7→ ε(ab)

(2.2)

(3)⇒ (1) Finally, given λ : A→ A∗ we define the pairing as follows

〈 , 〉 : A⊗A → k
a⊗ b 7→ λ(1A)(ab)

(2.3)

¨

The next theorem is due to Lowell Abrams [Abr96] and Aaron D. Lauda in
[Lau08]. They give two additional definitions of a Frobenius algebra.
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Theorem 2.1.5. A commutative algebra A of finite dimension with product m :
A⊗A→ A and unit u : k→ A is a Frobenius algebra if and only if it satisfies one
of the next conditions

i) (Abrams) There is a coproduct ∆ : A → A ⊗ A, with a counit ε : A → k
satisfying the Frobenius identities which define a coalgebra structure on A.
Explicitly the following diagrams commute:
• The coalgebra axioms

A
∆ //

∆

��

A⊗A

∆⊗1

��
A⊗A

1⊗∆
// A⊗A⊗A

A⊗ k A⊗A
1⊗εoo ε⊗1 // k⊗A

A

∼=

99tttttttttttt
∼=

eeJJJJJJJJJJJJ
∆

OO

If we note ∆(x) =
∑
x1 ⊗ x2, then for x ∈ A the coalgebra axioms are given

by the next relations

(∆⊗ 1)(∆(x)) =
∑

x11 ⊗ x12 ⊗ x2 =
∑

x1 ⊗ x21 ⊗ x22 = (1⊗∆)(∆(x))

(1⊗ ε)(∆(x)) =
∑

x1ε(x2) = x =
∑

ε(x1)x2 = (ε⊗ 1)(∆(x)).

• The Frobenius identities

A⊗A
m //

1⊗∆

��

A

∆

��

A⊗A
m //

∆⊗1

��

A

∆

��
A⊗A⊗A

m⊗1
// A⊗A A⊗A⊗A

1⊗m
// A⊗A

i.e.
∑
xy1 ⊗ y2 =

∑
(xy)1 ⊗ (xy)2 =

∑
x1 ⊗ x2y, for x, y ∈ A.

ii) (Lauda) There exists a co-pairing θ : k → A ⊗ A such that the following
diagrams commute:

A
1⊗θ //

θ⊗1

��
∆

''PPPPPPPPPPPPPPP A⊗ A⊗ A
m⊗1

��

k θ //

θ

��
u

%%JJJJJJJJJJJJJ A⊗A

ε⊗1

��
A⊗A⊗A

1⊗m
// A⊗A A⊗A

1⊗ε
// A

Let x ∈ A, if we denote θ(1) =
∑
ξi ⊗ ξj then the Lauda condition is the

following: ∑
xξ1 ⊗ ξ2 =

∑
x1 ⊗ x2 =

∑
ξ1 ⊗ ξ2x,

and ∑
ε(ξ1)ξ2 = 1A =

∑
ξ1ε(ξ2).
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Proof. i) We define the coproduct as follows

A
∆ //

λ

��

A⊗A

A∗
m∗
// A∗ ⊗A∗

λ−1⊗λ−1

OO

that is ∆ := (λ−1 ⊗ λ−1) ◦m∗λ, where λ is as defined in equation 9.1.
Using that m is a commutative and an associative map we have that ∆ is
a cocommutative and a coassociative map. We need to check that ∆ is an
A-module morphism, for this we construct the next map

m : A −→ End(A) ∼= A⊗A∗

a 7−→ a· 7→ a
∑

i ei ⊗ e∗i
where {e1, . . . , en} is a basis of A and {e∗1, . . . , e∗n} is the dual basis.
It is easy to prove that the next diagrams commute.

A
λ //

∆

��

A∗

m∗

��

λ−1
// A

m

��

A

∆

��

m

%%KKKKKKKKKKKK

A⊗A
λ−1⊗λ−1

// A∗ ⊗A∗
λ⊗1∗

// A⊗A∗ A⊗A A⊗A∗
1⊗λ−1
oo

We consider the next diagram.

A⊗A⊗A

A⊗A

A⊗A⊗A∗

A⊗A∗ A⊗A∗

A⊗A∗

A

A⊗A

?>=<89:;1 ?>=<89:;2

?>=<89:;3?>=<89:;4

?>=<89:;5

1⊗1⊗λ−1
//

m⊗1∗

''OOOOOOOOOOOOOOOOOOO

1⊗m

wwooooooooooooooooooo

1⊗∆

��

m //

m⊗1
//

1⊗1∗
//

∆

��

m

''OOOOOOOOOOOOOOOOOOOOO

1⊗λ−1
//

1⊗λ

��
1⊗1∗

wwooooooooooooooooooo

Note that ?>=<89:;2 and ?>=<89:;5 commute by definition of m, ?>=<89:;3 and ?>=<89:;4 clearly com-

mute. The external diagram commute because

x⊗ y

x⊗
∑

i yei ⊗ e∗i

x
∑

i yei ⊗ e∗i xy
∑

i ei ⊗ e∗i

∑
i xyei ⊗ e∗i

xy

�

m⊗1∗ ))SSSSSSSSSSSSSS

+

1⊗m

uukkkkkkkkkkkkkkkk
� m //

�
1⊗1∗

//

�
m

))SSSSSSSSSSSSSSSSSS

+

1⊗1∗uukkkkkkkkkkkkkk
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Then the diagram ?>=<89:;1 commutes and ∆ is a morphism of A-modules.

Reciprocally, we define 〈 , 〉 : A ⊗ A → k by 〈 , 〉 = ε ◦ m. Using that m
and ε are linear maps we have that 〈 , 〉 is also linear. The associativity is
a consequence of the associativity of the product. Finally, to prove that the
pairing is non-degenerate, we use that the next diagram commutes since ∆ is
a A-module morphism.

A⊗A⊗A

1⊗m

&&MMMMMMMMMMMM

k⊗A
u⊗1 // A⊗A

m

&&NNNNNNNNNNNNNN

∆⊗1

88qqqqqqqqqqqq
A⊗A

1⊗ε // A⊗ k

A

∆

88pppppppppppppp

The top composition gives

1⊗ x 7→ 1A ⊗ x 7→ (
∑
j

uj ⊗ ej)⊗ x 7→
∑
j

uj ⊗ ejx 7→
∑
j

〈ej, x〉uj ⊗ 1.

and the bottom composition gives

1⊗ x 7→ 1A ⊗ x 7→ x 7→ ∆(x) 7→ (1⊗ ε)∆(x) = x⊗ 1

Then x =
∑

j〈ej, x〉uj, therefore {uj} is a basis of A. In particular if we take
x = ui we have 〈ej, ui〉 = δij.
Now we take ki such that 〈

∑
i kiei, x〉 = 0 for all x ∈ A. If x = uj we have∑

i ki〈ei, uj〉 = 0, then ki = 0 for all i = 1, . . . n. Therefore
∑

i kiei = 0 and
the pairing 〈 , 〉 is non-degenerate.

ii) It is easy to see that this condition is equivalent to the Abrams condition.
Given the coproduct ∆ we define θ : k→ A⊗A by θ = ∆ ◦ u. We deduce the
commutativity of the diagrams using the A-module properties. If we consider
the co-pairing θ : k→ A⊗A we define ∆ : A→ A⊗A as follows

∆ = (1⊗m) ◦ (θ ⊗ 1) = (m⊗ 1) ◦ (1⊗ θ)

¨

Definition 2.1.6. A Frobenius algebra A is called a symmetric Frobenius algebra
if one (and hence all) of the following equivalent conditions holds.

(i) The Frobenius form ε : A→ k is central ; this means that ε(ab) = ε(ba) for all
a, b ∈ A.
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(ii) The pairing 〈 , 〉 is symmetric (i.e. 〈a, b〉 = 〈b, a〉 for all a, b ∈ A).

(iii) The left A-isomorphism A
∼→ A∗ is also right A-linear.

(iv) The right A-isomorphism A
∼→ A∗ is also left A-linear.

Definition 2.1.7. A Frobenius algebra homomorphism φ : (A, ε) −→ (A′, ε′) be-
tween two Frobenius algebras is an algebra homomorphism which is at the same
time a coalgebra homomorphism. In particular it preserves the Frobenius form, in
the sense that ε = φε′.

Let FAk denote the category of Frobenius algebras, and let cFAk denote the full
subcategory of all commutative Frobenius algebras.

Lemma 2.1.8. If a k-algebra homomorphism φ between two Frobenius algebras
(A, ε) and (A′, ε′) is compatible with the forms in the sense that the diagram

A
φ //

ε
��???????? A′

ε′��~~~~~~~~

k

commutes, then φ is injective.

Proof. The kernel of φ is an ideal and it is clearly contained in ker(ε). But ker(ε)
contains no nontrivial ideals, so ker(φ) = 0 and thus φ is injective.

¨

Lemma 2.1.9. A Frobenius algebra homomorphism φ : A→ A′ is always invertible.
In other worlds, the category FAk is a groupoid and so is cFAk.

Proof. Since φ is comultiplicative and respects the counits ε and ε′ (as well as the
units η and η′), the dual map φ∗ : A′∗ → A∗ is multiplicative and respects the units
and counits. But then the preceding lemma applies and shows that φ∗ is injective.
Since A is a finite-dimensional vector space this implies that φ is surjective. We
already know it is injective, hence it is invertible.

¨

2.2 Basic examples

In this section we will present a collection of examples of Frobenius algebras. A
good reference for this is [Koc03]. Our main example is the Poincaré algebra, it
is the principal motivation for the definition presented in the next section, this is
because if we consider M a manifold not necessarily compact we do not necessarily
have the trace but all the other structures are preserved.
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2.2.1 The trivial Frobenius algebra

Let A = k, and ε : A → k be the identity map of k. Clearly there are no ideals in
the kernel of this map, so we have a Frobenius algebra.

2.2.2 A concrete example

The field of complex number C is a Frobenius algebra over R: an obvious Frobenius
form is taking the real part

C→ R
a+ ib 7→ a.

2.2.3 Skew-fields

Let A be a skew-field (also called division algebra) of finite dimension over k. Since
just like a field, a skew-field has no nontrivial left ideals (or right ideals), any nonzero
linear form A → k will make A into a Frobenius algebra over k, for example the
quaternions H form a Frobenius algebra over R.

2.2.4 Matrix algebras

Let A be the space Matn(k) of all n×n matrices over k, this is a Frobenius algebra
with the usual trace map

Tr : Matn(k)→ k

(aij) 7→
∑
i

aii

To see that the bilinear pairing resulting from Tr is nondegenerate, take the linear
basis of Matn(k) consisting of Eij with only one nonzero entry eij = 1. Clearly Eji
is the dual basis element to Eij under this pairing. Note that this is a symmetric
Frobenius algebra since two matrix products AB and BA have the same trace. If
we twist the Frobenius form by multiplication with a noncentral invertible matrix
we obtain a nonsymmetric Frobenius algebra.

As a concrete example, consider Mat2(R) =

{(
a b
c d

)
: a, b, c, d ∈ R

}
with the

usual trace map
Tr : Map2(R) −→ R(

a b
c d

)
7−→ a+ d
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Now twist and take as Frobenius form the composition

Mat2(R) −→ Mat2(R)
Tr−→ R(

a b
c d

)
7−→

(
a b
c d

)(
0 1
1 0

)
7−→ b+ c

This composition is not a central function, for example if we take A =

(
1 0
0 2

)
and

B =

(
1 1
0 0

)
then AB =

(
1 1
0 0

)
and BA =

(
1 2
0 0

)
and finally the map gives, in

the first case 1 and in the second 2.

2.2.5 Finite group algebras

Let G = {e, g1, . . . , gn} be a finite group, the group algebra C[G] is defined as the
set of formal linear combinations

∑n
i=0 cigi, where ci ∈ C, with multiplication given

by the multiplication of G. It can be made into a Frobenius algebra by taking the
Frobenius form to be the functional

ε : CG −→ C
e 7−→ 1
gi 7−→ 0 for i 6= 0.

Indeed, the corresponding pairing g⊗h 7→ ε(gh) is nondegenerate since g⊗h 7→ 1
if and only if h = g−1.

2.2.6 The ring of group characters

Assume the group field is k = C. Let G be a finite group of order n. A class
function on G is a function G → C which is constant on each conjugacy class;
the class functions form a ring denoted R(G). In particular, the characters (traces
of representations) are class functions, and in fact every class function is a linear
combination of characters. There is a bilinear pairing on R(G) defined by

〈φ, ψ〉 :=
1

n

∑
t∈G

φ(t)ψ(t−1).

The characters form an orthonormal basis of R(G)with respect to this bilinear pair-
ing, so in particular the pairing is nondegenerate and provides a Frobenius algebra
structure on R(G).
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2.2.7 The Poincaré Algebra

Let M be a compact, closed, connected, oriented manifold of finite dimension n. We
can define a counit map ε : H∗(M)→ k by

ε(ϕ) = ϕ([M ]),

where [M ] is the fundamental class of M in homology. This map induce the pairing

〈 , 〉 : H∗(M)⊗ H∗(M)→ k

defined by 〈ϕ, ψ〉 = ε(ϕ ^ ψ) = (ϕ ^ ψ)([M ]) = ϕ([M ] _ ψ). Remember that we
have the next isomorphism induced by Poincaré duality

Φ : Hn−k(M)
h→ Homk(Hn−k(M),k)

D∗→ Homk(H
k(M),k)

where h is the map induced by the evaluation of cochains on chains, and D∗ is the
dual of Poincaré duality. Then Φ(ϕ)(ψ) = ϕ([M ] _ ψ), this proves that the pairing
is nondegenerate.

2.3 Nearly Frobenius algebras

In this section we develop the central concept of study in this work. That is the
structure of nearly Frobenius algebra. In the next chapters we will give a serie of
interesting examples of this new concept. String topology is the first example that
we will develop, but is not the only one.

Definition 2.3.1. A commutative algebra A with product m : A ⊗ A → A is a
nearly Frobenius algebra if and only if it satisfies one of the following conditions:

(i) There exists a coproduct ∆ : A → A ⊗ A that makes the following diagrams
commutative:
• The coalgebra axioms

A
∆ //

∆
��

A⊗A

∆⊗1
��

A⊗A
1⊗∆
// A⊗A⊗A

i.e.
∑
x11 ⊗ x12 ⊗ x2 =

∑
x1 ⊗ x21 ⊗ x22 for all x ∈ A, with the notation

∆(x) =
∑
x1 ⊗ x2.
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• The Frobenius identities

A⊗A
m //

∆⊗1
��

A

∆
��

A⊗A⊗A
1⊗m

// A⊗A

A⊗A

1⊗∆
��

m // A

∆
��

A⊗A⊗A
m⊗1

// A⊗A

i.e.
∑
xy1 ⊗ y2 =

∑
(xy)1 ⊗ (xy)2 =

∑
x1 ⊗ x2y, for x, y ∈ A.

(ii) There exists a copairing θ : k → A ⊗ A such that the following diagram
commutes:

A
1⊗θ //

θ⊗1
�� ∆ ((QQQQQQQQQQQQQQ A⊗A⊗A

m⊗1
��

A⊗A⊗A
1⊗m

// A⊗A

with the same notation as before the commutativity of the last diagram is
equivalent to ∑

xξi ⊗ ξj =
∑

x1 ⊗ x2 =
∑

ξi ⊗ ξjx.

A nearly Frobenius structure can be drastically different from a Frobenius struc-
ture: there is nothing akin to definition, as the following example illustrates.

Example 2.3.1. Every Frobenius algebra is also a nearly Frobenius algebra.

Example 2.3.2. Let A be the truncated polynomial algebra in one variable C[x]/xn+1,
where x is of degree 2, together with the coproduct given by

∆1(xi) = Σk+l=i+nx
k ⊗ xl.

• The coalgebra axiom: Let xi ∈ A with i ≥ 0.

(∆1 ⊗ 1)(∆1(xi)) = (∆1 ⊗ 1)
(∑

k+l=i+n x
k ⊗ xl

)
=

∑
k+l=i+n

∑
r+s=k+n x

r ⊗ xs ⊗ xl
=

∑
r+s+l=i+2n x

r ⊗ xs ⊗ xl

(1⊗∆1)(∆1(xi)) = (1⊗∆1)
(∑

k+l=i+n x
k ⊗ xl

)
=

∑
k+l=i+n

∑
t+u=l+n x

k ⊗ xt ⊗ xu
=

∑
k+t+u=i+2n x

k ⊗ xt ⊗ xu

• The Frobenius identities: Let xi, xj ∈ A.

∆1(xixj) = ∆1(xi+j) =
∑

k+l=i+j+n

xk ⊗ xl = xi
∑

r+l=j+n

xr ⊗ xl = xi∆1(xj)
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this is because k ≥ i. For the other hand

∆1(xixj) = ∆1(xi+j) =
∑

k+l=i+j+n

xk ⊗ xl =

( ∑
k+s=i+n

xk ⊗ xs
)
xj = ∆1(xi)xj

because l ≥ j.
Then A is a nearly Frobenius algebra. This structure comes from a Frobenius
algebra, because in this case we have a trace map ε : A→ C given by ε(xi) = δi,n.

Not every nearly Frobenius algebra structure comes from a Frobenius algebra
structure.

Example 2.3.3. Let A be the truncated polynomial algebra in one variable C[x]/xn+1,
where x is of degree 2, together with the coproduct given by:

∆2(xi) = Σk+l=i+n+1x
k ⊗ xl.

As the same before we can prove the coalgebra axiom and the Frobenius identities.
But in this case A has not counit. If we have a counit map ε : A → C then it
satisfies the axiom of counit m(ε⊗ 1)(∆2(xi)) = xi for all xi ∈ A. But

m(ε⊗ 1)(∆2(xi)) =
∑

k+l=i+n+1

ε(xk)xl,

with l > i, so m(ε ⊗ 1)(∆2(xi)) 6= xi. Then this structure does not come from a
Frobenius algebra structure.

Example 2.3.4. The Poicaré algebra is a nearly Frobenius algebra when M is a
non-compact smooth manifold. Consider the diagram:

M
∆ //

∆
��

M ×M
1×∆
��

M ×M
∆×1
//M ×M ×M

Using transversality we have that:

(∆× 1)∗(1×∆)! = ∆!∆∗,

where ∆∗ : H∗(M) ⊗ H∗(M) = H∗(M ×M) → H∗(M) is the map induced by the
diagonal map in cohomology, and ∆! : H∗(M)→ H∗(M)⊗H∗(M) is the Gysin map
of the diagonal map. Therefore

(∆∗ ⊗ 1)(1⊗∆!) = ∆!∆∗.

Then H∗(M) is an algebra with a coproduct which is a module homomorphism.
But in this case we can not define a trace because we can not guarantee the existence
of the fundamental class [M ].
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Chapter 3

2D-Topological Field Theory

Topological Field Theories (TFT) are a somewhat recent development in the
interface between physics and mathematics. The mathematical interest in them
comes from the hope that they will disclose new phenomena, or at least offer efficient
organization of invariants like the Jones polynomials, or the Donaldson invariants
of 4-manifolds. The interest in physics comes from their value as examples in which
extensive calculations are possible. They also shed light on mathematical structures
involved in more realistic theories. It seems fair to say that from both points of view
this is still an exploration- in a state of flux with the best applications still to come.
As mathematicians understand them they were essentially discovered by Witten.

In this work, I am going to concentrate in the most elementary case, that of a
topological field theory in dimension two. I will give first an axiomatic approach,
valid for all dimensions, following [Ati88]. Then I will specialize this down to dimen-
sion two and show that in this case the theory is entirely equivalent to a Frobenius
algebra. Subsequently I will give a natural generalization of this theory, called Topo-
logical Field Theory with positive boundary (due to Cohen and Godin), and show
that this theory is equivalent to a nearly Frobenius algebra.

Vaguely speaking, Segal interprets a topological field theory as a functor from
a geometric category to a linear category, where we choose the geometric category
to be the category whose objects are closed, oriented (d− 1)-manifolds, and whose
morphisms are oriented cobordisms (two such cobordisms being identified if they
are diffeomorphic by a diffeomorphism which is the identity on the incoming and
outgoing boundaries). The linear category in this case is just the category of complex
vector spaces and linear maps, and the only property we require of the functor is
that (on objects and morphisms) it takes disjoint unions to tensor products.

27
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3.1 Atiyah’s definition of nD-Topological Field The-

ory

Sir Michael Atiyah in [Ati88] and [Ati90] defined nD-Topological Field Theory
(nD-TFT) ZA, a set of the following data:

1. A vector space ZA(Σ) associated to each (n− 1)-dimensional closed manifold
Σ.

2. A vector ZA(M) ∈ ZA(∂M) associated to each oriented n-dimensional manifold
M with boundary ∂M .

3. An isomorphism Z(f) : Z(Σ1) → Z(Σ2), where f : Σ1 → Σ2 is an orientation
preserving diffeomorphism.

This data is subject to the following axioms:

(i) ZA is functorial with respect to orientation-preserving diffeomorphisms of Σ
and M .

(ii) ZA is involutory, i.e. ZA(Σ∗) = ZA(Σ)∗ where Σ∗ is Σ with opposite orientation
and ZA(Σ)∗ is the dual vector space of ZA(Σ).

(iii) ZA is multiplicative

ZA(Σ1 t Σ2) = ZA(Σ1)⊗ ZA(Σ2).

(iv) ZA(∅) = k, where ∅ is interpreted as the empty (n − 1)-dimensional closed
manifold.

(v) ZA(∅) = 1, where ∅ is interpreted as the empty n-dimensional manifold.

(vi) If f : Σ1 → Σ2 is an orientation-preserving diffeomorphism, then Z(f) :
Z(Σ1)→ Z(Σ2) is an isomorphism.

These axioms are meant to be understood as follows. The functoriality axiom
means first that an orientation-preserving diffeomorphism f : Σ → Σ′ induces an
isomorphism ZA(f) : ZA(Σ) → ZA(Σ′) and that ZA(gf) = ZA(g) ZA(f) for g :
Σ′ → Σ′′. Also if f extends to an orientation-preserving diffeomorphism M → M ′,
with ∂M = Σ and ∂M ′ = Σ′, then ZA(f) takes the element ZA(M) to ZA(M ′).
The multiplicative axiom is clear. Moreover if ∂M1 = Σ1 t Σ∗3, ∂M2 = Σ3 t Σ2
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and M = M1 tΣ3 M2 is the manifold obtained by gluing together the common
Σ3-component:

3

1 2

Then we require:
ZA(M) = 〈ZA(M1),ZA(M2)〉

where 〈 , 〉 denotes the natural pairing from the duality map,

ZA(Σ1)⊗ ZA(Σ3)∗ ⊗ ZA(Σ3)⊗ ZA(Σ2)→ ZA(Σ1)⊗ ZA(Σ2)

defined by a⊗ϕ⊗ b⊗ c 7−→ ϕ(b)a⊗ c. This is a very powerful axiom which implies
that ZA(M) can be computed (in many different ways) by “cutting M in half” along
Σ3.

3.2 Categorical definition of nD-Topological Field

Theory

The first step is to define the category of cobordisms that permits us to give a
categorical concept of nD-TFT.

Definition 3.2.1. Let Σ0 and Σ1 two compact, connected, oriented (n−1)-manifolds,
we say that they are cobordat if there is a n-manifold M , with boundary Σ∗1 t Σ2,
in this case we say that M is a n-cobordism of Σ1 to Σ2.

If we fix a positive entire n, we can construct a category nC̃ob where the objects
are the closed smooth (n − 1)-dimensional manifolds, and the morphisms are the
oriented smooth n-dimensional manifolds(n-cobordism). An obliged question is if
the composition of two cobordism of the same dimension is a smooth manifold, the
answer is yes up to a smooth process (for reference see [Koc03]).

Let be nCob′ = nC̃ob/ ∼ where ∼ is the relation up to diffeomorphisms.
Let Σ be a closed submanifold of M of codimension 1. Assume both are ori-

ented. At a point x ∈ Σ, let [v1, . . . , vn−1] be a positive basis for TxΣ. A vector
w ∈ TxM is called a positive normal if [v1, . . . , vn−1, w] is a positive basis for TxM .
Now suppose Σ is a connected component of the boundary of M with an specific
orientation; then it makes sense to ask if the positive normal w points inward or
it points outward compared to M . Locally the situation is the following, a vector
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in Rn for which we ask if it points inward or outward compared to the half-space
Hn (Hn = {(x1, ..., xn) ∈ Rn : xn ≥ 0)}). If a positive normal points inward we
call Σ an in-boundary, and if it points outward we call it an out-boundary. To see
that this makes sense we have to check that this does not depend on the choice of
positive normal (neither the choice of the point x ∈ Σ). If some positive normal
points inward, it is a fact that every other positive normal at any other point y ∈ Σ
points inward as well. This follows from the fact that the normal bundle is a trivial
line bundle on Σ. This in turn is a consequence of the assumption that both M and
Σ are orientable (see Hirsch [Hir95], theorem 4.4.2.).
Thus the boundary of a manifold M is the union of various in-boundaries and out-
boundaries. The in-boundary of M may be empty, and the out-boundary may also
be empty. Note that if we reverse the orientation of both M and its boundary Σ,
then the notion of what is in-boundary or out-boundary is still the same. We will
denote nCob the category nCob′ giving an orientation to every object (therefore any
cobordism has a direction).

In the next definition we asume that the reader is familiar with the concept of
monoidal category, if this is not the case you can read the Appendix 1.

Definition 3.2.2. An n-dimensional topological field theory is a symmetric monoidal
functor ZC , from (nCob,t,∅,T ) to (Vectk,⊗,k,σ).

Proposition 3.2.3. The Atiyah and the categorical definition of TFT coincide.

Proof. Suppose ZA is a TFT in the sense of Atiyah, then for M an oriented n-
dimensional manifold, the next isomorphism gives the correspondence

Ψ ZA(Σ1)∗ ⊗ ZA(Σ2)
∼−→ Hom(ZA(Σ1),ZA(Σ2))

ZA(M) 7−→ ZC(M)
(3.1)

where ∂M = Σ∗1 t Σ2. Set ZC(M) := ZA(M), if we identify the image of the
idempotent element ZA(Σ × I) with the identity 1ZA(Σ), then we get a functor

ZC : nCob → Vectk. This functor is well defined by the functorial and multi-
plicative axioms. Moreover, the monoidal structure is given by t → ⊗ and it is
symmetrical since ZC(TΣ,Σ′) = σZC(Σ),ZC(Σ′).

Conversely, given a symmetrical monoidal functor ZC : nCob → Vectk, if Σ
is a closed (n − 1)-dimensional smooth manifold, set ZA(Σ) := ZC(Σ). For M a
n-dimensional oriented smooth manifold we take

ZA(M) = ZC(M ′)(1) ∈ ZC(ΣIn)∗ ⊗ ZC(ΣOut),

where M ′ is M reversing the orientation to the in-boundary. By hypothesis, we have
ZC(∅) = k. Moreover, the functor ZC is multiplicative and it is independent of the
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cut by the correspondence 9.1. As consequence, the axioms (iii) and (iv) are satisfied.
Clearly ZA(∅) = 1̂⊗1. The axiom (v) is an implication of Ψ(ZA(∅)) = Ψ(1̂⊗1) = k.
The axiom (i) is satisfied because ZC factors through differential homotopy classes.
The axioms (ii) is the proposition 3.2.5.

¨

Corollary 3.2.4. For a topological field theory Z of any dimension and Σ an object
in nCob, the image of Σ under Z is a finite dimensional vector space.

Proof. Let
〈 , 〉Σ : Z(Σ)⊗ Z(Σ∗) −→ k

and
θΣ : k −→ Z(Σ∗)⊗ Z(Σ)

the maps associated to and respectively. Since Z is a TFT, then the next
diagram

Z(Σ)

'
��

(Z(Σ)⊗ Z(Σ)∗)⊗ Z(Σ)
〈,〉Σ⊗idZ(Σ) // k⊗ Z(Σ)

'
��

Z(Σ)⊗ k
1Z(Σ)⊗θΣ // Z(Σ)⊗ (Z(Σ∗)⊗ Z(Σ))

'

OO

Z(Σ)

is the identity map. Graphically

then we have (〈 , 〉Σ ⊗ 1Z(Σ)) ◦ (1Z(Σ) ⊗ θΣ) = 1Z(Σ). For θΣ(1) =
∑
vj ⊗ wj and

a ∈ Z(Σ) the next implications follows

a
∼−→ a⊗ 1 = (〈 , 〉Σ ⊗ 1Z(Σ)) ◦ (1Z(Σ) ⊗ θΣ)(a⊗ 1)

= (〈 , 〉Σ ⊗ 1Z(Σ))(
∑

a⊗ vj ⊗ wj)

=
∑
〈a, vj〉Σ ⊗ wj

∼−→
∑
〈a, vj〉Σwj.

Then a =
∑
〈a, vj〉Σwj, and consequently {wj} generates Z(Σ), but since k is at

least a division ring, we can extract a basis from the generating set. Now since
every division ring has the property of invariance of dimension then Z(Σ) is finitely
generated with n = rank(A) ≤ | {wj} |.
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¨

When we study this type of structures, it is remarkable how much information
they encode. For example the fact that the theory only depends on the topology
implies that the next cobordisms

have associated the same linear transformation, which is the identity. In the liter-
ature this equivalences are called the zig-zag identities. This simple fact has as a
result that for any n-dimensional TQFT the vector space associated to every ob-
ject of nCob is finite dimensional. The next proposition proves that there exists a
nondegenerate pairing, which consequently entail the construction of the product
and the unit for the state space.

Proposition 3.2.5. Let Z be an n-dimensional TFT, and Σ an n-dimensional ori-
ented closed smooth manifold, then Z(Σ) is equipped with a nondegenerate pairing
and Z(Σ∗) ' Z(Σ)∗.

Proof. Similarly to 3.2.4 we have that the next diagrams

Z(Σ)

'
��

(Z(Σ)⊗ Z(Σ∗))⊗ Z(Σ)
〈,〉Σ⊗1Z(Σ) // k⊗ Z(Σ)

'
��

Z(Σ)⊗ k
1Z(Σ)⊗θΣ // Z(Σ)⊗ (Z(Σ∗)⊗ Z(Σ))

'

OO

Z(Σ)

and

k⊗ Z(Σ∗)
θΣ⊗1Z(Σ∗) // (Z(Σ∗)⊗ Z(Σ))⊗ Z(Σ∗)

'
��

Z(Σ∗)

Z(Σ∗)

'

OO

Z(Σ∗)⊗ (Z(Σ)⊗ Z(Σ∗))
1Z(Σ∗)⊗〈,〉Σ // Z(Σ∗)⊗ k

'

OO

are the identity maps of Z(Σ) and Z(Σ∗) respectively, i.e.

1Z(Σ) = (〈 , 〉Σ ⊗ 1Z(Σ)) ◦ (1Z(Σ) ⊗ θΣ)

and

1Z(Σ) = (1Z(Σ∗) ⊗ 〈 , 〉Σ) ◦ (θΣ ⊗ 1Z(Σ∗))
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An easy algebraic exercise is to prove that 〈 , 〉Σ is a nondegenerate pairing and that
the map

λleft : Z(Σ∗) −→ Z(Σ)∗

y 7−→ 〈x, y〉Σ

is an isomorphism (hint:use that Z(Σ) and Z(Σ∗) are finitely generated).

¨

3.3 Relationship between cFAk and 2D-TFT

Theorem 3.3.1. (Folklore) There is a canonical equivalence of categories

2D-TFTk ' cFAk

where cFAk is the category of commutative Frobenius algebras.

Proof. It is easy to see that a 2-TFT determines a Frobenius algebra. This is the
vector space A associated to the circle. The next cobordisms induce a product
m : A⊗A→ A and a unid u : k→ A.

;

A A A k A

The next cobordisms implies respectively the properties of associativity, commuta-
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tivity, unit and non-degenerate.

 

 
 

=

=

=

=

We need to prove that when we have a commutative Frobenius algebra we can
assign a well defined functor from 2 Cob to Vectk, for this first we note that the cate-
gory is generated under composition and disjoint unions by the next five elementary
cobordisms,

; ; ;;

Moreover every decomposition in elementary cobordisms is done by a Morse
function and every decomposition of a cobordism depends of all its decomposition
in elementary cobordisms, where we mean by a Morse function the one which every
critical point is of Morse type and all its critical values are different. The construc-
tion of a well defined functor is done if there is some way we can join any pair of
Morse functions of a specific cobordism. Two Morse functions can always be con-
nected by a good path in which every element is a Morse function except for a finite
set which belongs to one of the two following cases:



3. 2D-Topological Field Theory 35

1. The function has one degenerate critical point where in local coordinates (x, y)
it has the form ±x2 + y3.

2. Only two critical values of Morse type coincide.

It is understood that in any of the two cases the other critical values are different
(for the case 1, they are even different to the degenerate critical point) and of Morse
type. The first case is solved by the unit and counit axioms, for the second we used
the identity for the Euler number

χ =
∑

(−1)λcλ

with cλ the number of critical points of index λ of its Morse function. Since every
elementary cobordism has at most a critical point of index 0, 1 or 2; then for the
case χ = 2 the cobordism corresponding to the two critical values has Euler number
−2, 0 or 2. When χ = 0 or 2 the only relevant possibilities are the cylinder and the
sphere while for χ = −2 it is just a torus with two holes or the sphere with four holes.
In the case (1, 1, 1) (one entry, genus one and one exit) there is nothing to check,
because, though a torus with two holes can be cut into two pair of pants by many
different isotopy classes of cuts, there is only one possible composite cobordism, and
we have only one possible composite map

A→ A⊗A→ A.

Note that the coproduct is just

A

λ

��

∆ // A⊗A

A∗
m∗
// A∗ ⊗A∗

λ−1⊗λ−1

OO

where λ is the corresponding Frobenius isomorphism between A and its dual and
for a commutative algebra is easy to prove that

∆(a) =
∑

aei ⊗ e#
i =

∑
ei ⊗ e#

i a

with {ei} a basis for A and # denotes the dual. For the sphere with four holes
when we have (3, 0, 1) and (1, 0, 3) these cases are covered by the associativity of
the product and coassociative of the coproduct respectively. Finally for (2, 0, 2) it
is enough to prove that is well defined for all the possible pants decomposition;
it is known that for a compact surface (m, g, n) every pants decomposition has
3g − 3 + m + n simple closed curves which cut the surface in 2g − 2 + m + n pairs
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of pants, hence for this case we have only a curve dividing in two pair of pants and
then the only possibilities are

= =

but this is clearly the Abrams theorem 2.1.5.

¨

3.4 TFT with positive boundary

Definition 3.4.1. A Topological field theory with positive boundary (TFT+) is de-
fined at the same at TFT but with the difference that we can write the maps of the
form

ΨΣ : A⊗n → A⊗m

only if m > 0. In other words we can write the linear map ΨΣ only if Σ has at least
one outgoing boundary component. In particular, there is not linear form associated
to the following surface: namely, we no longer have a trace.

θ: kA

Theorem 3.4.2. The category nFAk of commutative nearly Frobenius algebras is
equivalent to the category 2D-TFT+ of Topological Field Theories with positive
boundary.

We have proved together with Lupercio, Segovia and Uribe this theorem in
[GLSU]. Since the results of this thesis do not depend on this fact we will omit
the proof here, we will only mention that it is a subtle modification of the argument
given above for the usual Folk theorem.
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3.4.1 String Topology

String topology is the study of the (differential and algebraic) topological prop-
erties of the spaces of smooth paths and of smooth loops on a manifold, which
are themselves infinite-dimensional manifolds. The development of string topology
is strongly driven by analogies with string theory in physics, which is a theory of
quantum gravitation, where vibrating strings play the role of particles. As we will
see, string topology provides us with a family of TFTs, one for for each manifold
M .

Let M be a smooth, orientable manifold of dimension n. The space of free loop
space is

LM = {α : S1 →M}
where every loop is assumed piecewise smooth.
Chas and Sullivan in [CS99] proved the next result.

Theorem 3.4.3 (Chas and Sullivan, 1999). Let M be a compact, closed, smooth,
orientable manifold of dimension d. There is a commutative and associative product

Hp(LM)⊗ Hq(LM)→ Hp+q−d(LM)

• making H∗(LM) := H∗+d(LM) an associtive, commutative algebra and

• is compatible with the intersection product on H∗(M), i.e., the following dia-
gram commutes.

Hp(LM)⊗ Hq(LM) //

ev∗⊗ ev∗
��

Hp+q−d(LM)

ev∗
��

HpM ⊗ HqM // Hp+q−dM

In this section we present a generalization of this result when M is not necessarily
compact. Moreover, we will prove that H∗(LM) is a nearly Frobenius algebra. In
particular, using the Folklore Theorem we have an example of a 2D-TFT with
positive boundary. In the next chapter, we will give an extension of the string
theory that permits us to give a new example of 2D Open-Closed TFT with positive
boundary.

Algebraic Structure

The Loop product: The Chas-Sullivan “loop product” in the homology (over a
field k of zero characteristic) of the free loop space of a closed oriented d-manifold,

µ : Hp(LM)⊗Hq(LM)→ Hp+q-d(LM)
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is defined as follows.
Let Map(8,M) be the mapping space from the figure 8 (i.e the wedge of two

circles) to the manifold M . Chose a basis point in the circle, notice that Map(8,M)
can be viewed as the subspace of LM×LM consisting of those pair of loops that
agree at the basepoint. In other words, there is a pullback square

Map(8,M) e //

ev

��

LM×LM

ev× ev

��
M

∆
//M ×M,

(3.2)

where ev : LM → M is the fibration given by evaluating a loop at the basepoint.
The map ev : Map(8,M)→M evaluates the map at the crossing point on the figure
8. Since ev× ev is a fibre bundle, e : Map(8,M) ↪→ LM×LM can be viewed as a
codimension d embedding, with normal bundle ev∗(ν∆) ∼= ev∗(TM).

The existence of this pullback diagram, of fiber bundles, means that there is
a natural tubular neighborhood of the embedding e : Map(8,M) → LM×LM.
Namely, the inverse image of a tubular neighborhood of the diagonal embedding
∆ : M → M ×M . That is, ηe = (ev× ev)−1(η∆). Because ev is a locally trivial
fibration, the tubular neighborhood ηe is homeomorphic to the total space of the
normal bundle ev∗(TM). This induces a homeomorphism of the quotient space to
the Thom space,

(LM×LM)/((LM×LM)− ηe) ∼= (Map(8,M))ev∗(TM).

Combining this homeomorphism with the projection onto this quotient space,
defines a Thom-collapse map

τe : LM×LM→ (Map(8,M))ev∗(TM).

For notation, we refer the Thom space of the pullback bundle ev∗(TM) →
Map(8,M) as Map(8,M)TM .

There is a functorial construction in homology which goes in the wrong direction.
This is called the Gysin map or Umkher map, see [CK09]. We define an umkehr
map,

e! : H∗(LM×LM)
τe−→ H∗(Map(8,M)TM)

∩u−→ H∗−d(Map(8,M))

where u ∈ Hd(Map(8,M)TM) is the Thom class.
Chas and Sullivan also observed that given a map from the figure 8 to M then

one obtains a loop in M by starting at the intersection point, traversing the top
loop of the 8, and then traversing the bottom loop, this defines a map

ρ : Map(8,M)→ LM .
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Figure 3.1: The disc D

Definition 3.4.4. We consider the next diagram

Map(8,M)
e

wwooooooooooo
ρ

%%LLLLLLLLLL

LM×LM LM

where e is defined in the diagram 3.2. The loop product in the homology of the loop
space is the composition

η : H∗ (LM)⊗H∗ (LM)→ H∗(LM×LM)
e!−→ H∗−d(Map(8,M))

ρ∗−→ H∗−d(LM)

The Loop coproduct: Notice that Map(8,M) can be viewed as the subspace
of LM consisting in a loop that agree at the basepoint. In other words, there is a
pullback square

Map(8,M)
ρ //

ev0

��

LM

ev0× ev 1
2

��
M

∆
//M ×M

where ev0× ev 1
2

: LM→M ×M is the map given by evaluating a loop at 0 and 1
2
.

Then we can define the umkehr map

ρ! : H∗(LM)
τρ−→ H∗(Map(8,M)TM)

∩u−→ H∗−d(Map(8,M)).

Definition 3.4.5. The loop coproduct for the homology of the loop space is the
composition

∆ : H∗ (LM)
ρ!−→ H∗−d(Map(8,M))

e∗−→ H∗(LM×LM) = H∗(LM)⊗ H∗(LM).

The unit and counit: Consider de disk D as a cobordism with zero incoming
boundary component and one outgoing boundary component (see Figure 3.1). The
restriction map to the zero incoming boundary is the map

ρin : Map(D,M)→ Map(∅,M) = point.

Notice that the disc D is homotopy equivalent to a point, then the smooth mapping
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space Map(D,M) is homotopy equivalent to the manifold M . The umkehr map in
this setting is

(ρin)! : H∗(point)→ H∗+d(M),

which is defined by sending the generator to [M ] ∈ Hd(M). The restriction to the
outgoing boundary component is the map

ρout : M ' Map(D,M)→ LM,

which is given by ι : M ↪→ LM. Thus the unit is given by

u : (ρout)∗ ◦ (ρin)! = ι∗ ◦ (ρin)! : H∗(point)→ H∗+d(M)→ H∗+d(LM),

which sends the generator to the image of the fundamental class.

The reason of the nonexistence of a counit in the Frobenius structure is formally
the same to the existence of a unit. Namely, for this operation one must considerD as
a cobordism with one incoming boundary, and zero outgoing boundary components.
In this setting the role of the restriction maps ρin and ρout are reversed, and one
obtains the diagram

Map(∅,M)

‖
��

Map(D,M)
ρoutoo ρin //

‖
��

LM

‖
��

point Mε
oo

ι
// LM

where ε : M → point is the constant map. Now notice that in this case, the
embedding Map(D,M) ↪→ LM is of infinite codimension for our knowledge we do
not know how to define the umkher map. Ando and Morava, in [AM99], argument
that if one has a theory where this umkehr map exists, one would need that the
Euler class of the normal bundle e(ν(ι)) ∈ H∗(M) is invertible.

Verification of the axioms of nearly Frobenius algebra

That H∗(LM) is a nearly Frobenius algebra was first proved by Cohen and Godin
in [CG04]. The proof we propose here is sufficiently different to be of independent
interest.

We will use the lema 9.2.3 to prove of the next theorem. This lema appears
in Appendix 2 below, and is based in a result of Quillen’s that appears in [Qui71],
(Proposition 3.3).

Theorem 3.4.6. H∗(LM) is a nearly Frobenius algebra.
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Proof. 1. Associativity of the loop product

=
(1) (2)

The loop product is defined by the next diagram.

Map(8,M)
e

wwooooooooooo
ρ

%%KKKKKKKKKK

LM×LM LM

The associativity of the product is represented by the next two diagrams

(1)

Map( ,M)
j

vvlllllllllllll
i

''OOOOOOOOOOO
ψ

��

ϕ

}}

Map(8,M)× LM

ρ×1 ))SSSSSSSSSSSSSS
e×1

uujjjjjjjjjjjjjjj
Map(8,M)

ρ

%%LLLLLLLLLL

e
vvnnnnnnnnnnnn

LM×LM×LM LM×LM LM

(2)

Map( ,M)
j′

vvlllllllllllll
i

''OOOOOOOOOOO
ψ

��

ϕ

}}

LM×Map(8,M)

1×ρ ))RRRRRRRRRRRRRR
1×e

uujjjjjjjjjjjjjjj
Map(8,M)

ρ

%%LLLLLLLLLL

e
vvnnnnnnnnnnnn

LM×LM×LM LM×LM LM
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We will use the Quillen result to prove this property.

ϕ∗(TM) = κ∗ ev∗(TM) //___ Map( ,M)

i
��

ev∗(TM) //_______ Map(8,M) e //

ev

��

LM×LM

ev0× ev0

��
TM //__________ M

∆ //M ×M

where ϕ = ev ◦κ and ev∗(TM) is the normal bundle of i.

ev∗(TM) //___ Map( ,M)

ev

��

j //Map(8,M)× LM

ev× ev

��
TM //_______ M

∆ //M ×M

(1) We have 0 → ev∗(TM) → ϕ∗(TM) → F1 → 0 is an exact sequence.
Note that ϕ = ev, then F1 = 0. Similarly, for (2) we have F2 = 0, then
e(F1) = e(F2).

2. Coassociativity of the coproduct

=
(1) (2)

(1)

Map( ,M)
i

wwooooooooooo

j′ ((RRRRRRRRRRRRR
ϕ

!!

ψ

��

Map(8,M)

e
((PPPPPPPPPPPP

ρ
yyrrrrrrrrrr

LM×Map(8,M)

1×e ))TTTTTTTTTTTTTTT

1×ρuullllllllllllll

LM LM× LM LM× LM× LM
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(2)

Map( ,M)
i

wwooooooooooo

j ((RRRRRRRRRRRRR
ϕ

!!

ψ

��

Map(8,M)

e
((PPPPPPPPPPPP

ρ

yyrrrrrrrrrr
Map(8,M)× LM

e×1 ))TTTTTTTTTTTTTTT

ρ×1uukkkkkkkkkkkkkk

LM LM× LM LM× LM× LM

(1) In the first case we have:

ev∗(TM) //___ Map( ,M)

ev

��

i //Map(8,M)

ev 1
2
× ev0

��
TM //_______ M

∆ //M ×M

and

j′∗(ev× ev)∗(TM) //____ Map( ,M)

j′

��
LM×Map(8,M)

ev× ev

��

1×e // LM× LM

ev× ev× ev 1
2

��
TM //_________ M ×M 1×∆ //M ×M ×M

Then, we have the next exact sequence 0→ ev∗(TM)→ r∗2(ev× ev)∗(TM)→
F1 → 0. We conclude F1 = 0 since ev∗(TM) = r∗2(ev× ev)∗(TM).

(2) In the other case there are the diagrams

ev∗(TM) //___ Map( ,M)

ev

��

i //Map(8,M)

ev0× ev 1
2

��
TM //_______ M

∆ //M ×M

and

j∗(ev× ev)∗(TM) //____ Map( ,M)

j

��
Map(8,M)× LM

ev× ev

��

e×1 // LM× LM

ev× ev 1
2
× ev

��
TM //_________ M ×M ∆×1 //M ×M ×M
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Then we have the exact sequence 0→ ev∗(TM)→ j∗2(ev× ev)∗(TM)→ F2 →
0. Since ev∗(TM) = j∗2(ev× ev)∗(TM) then F2 = 0.

3. Abrams condition

=

(1) (2)

(1)

Map( ,M)
i′

wwooooooooooo
i

''OOOOOOOOOOO
ϕ

��

ψ

��

Map(8,M)

ρ
((PPPPPPPPPPPPP

e
wwoooooooooooo

Map(8,M)

ρ
''OOOOOOOOOOOO

e
vvnnnnnnnnnnnnn

LM× LM LM LM× LM

(2)

Map( ,M)
j′

uukkkkkkkkkkkkkk
j

))SSSSSSSSSSSSSS
ϕ

!!

ψ

}}

LM×Map(8,M)

1×e ))TTTTTTTTTTTTTTT

1×ρvvlllllllllllll
Map(8,M)× LM

ρ×1 ))RRRRRRRRRRRRR

e×1uujjjjjjjjjjjjjjj

LM× LM LM× LM× LM LM× LM

In the first diagram we have

i∗ ev∗(TM) //___ Map( ,M)

i
��

ev∗(TM) //____ Map(8,M) e //

ev

��

LM

ev× ev 1
2

��
TM //_______ M

∆ //M ×M
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and

ev∗(TM) //___ Map( ,M)

ev

��

i′ //Map(8,M)

ev× ev 1
2
× ev

��
TM //_______ M

∆ //M ×M

Then we have the exact sequence 0 → ev∗(TM) → κ′∗ ev∗(TM) → F1 → 0.
Since ev ◦κ′ = ev then F1 = 0.

For the second diagram

j∗(ev× ev)∗(TM) //____ Map( ,M)

j

��
(ev× ev)∗(TM) //___ Map(8,M)× LM

e×1 //

ev× ev

��

LM× LM× LM

ev× ev× ev

��
TM //_________ M ×M ∆×1 //M ×M ×M

and

ev∗(TM) //___ Map( ,M)

ev

��

j′ // LM×Map(8,M)

ev× ev

��
TM //_______ M

∆ //M ×M

Therefore we have the exact sequence 0 → ev∗(TM) → j∗(ev× ev)∗(TM) →
F2 → 0. Note that ev∗(TM) = j∗(ev× ev)∗(TM), then F2 = 0.

4. Unit axiom

=

(1) (2)

(1)

LM
ε0×id

wwoooooooooooo
k

''PPPPPPPPPPPP
ϕ

��

ψ

��

M × LM

r×1 ''NNNNNNNNNNNN

ρin×1xxqqqqqqqqqqq
Map(8,M)

ρout
%%KKKKKKKKKK

ρinwwoooooooooooo

pt× LM LM× LM LM
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(2)

LM
id

||xxxxxxxx
id

""FFFFFFFF
ϕ′

��

ψ





LM

id ""FFFFFFFF

id||xxxxxxxx
LM

id ""FFFFFFFF

id||xxxxxxxx

LM LM LM

First, we note that ϕ and ϕ′ are homotopic maps, then ϕ∗ = ϕ′∗.
In (1) we have

ev∗(TM) //_____ LM
ε0×id //

ev

��

M × LM

id×ev

��
TM //______ M

∆ //M ×M

and
ev∗(TM) //_______ LM

k
��

Map(8,M)
ρin //

ev

��

LM× LM

ev× ev

��
TM //________ M

∆ //M ×M
Then F1 = 0. In the second diagram is trivial to prove that F2 = 0.

¨



Chapter 4

2D Open-Closed Topological Field
Theory

A 2DO-CTFT is a generalization of a 2DTFT. Now the category of cobordism
is modified in the sense the boundary objects are compact, oriented, one-manifolds,
X, together with a labeling of the components of the boundary, ∂X, by objects of
a C-linear category B, see figure 4.1. The morphisms generalize the usual notion
of a cobordism between manifolds with boundary, but with the additional data of
the labeling category B. A cobordism ΣX1,X2 between two objects X1 and X2 is an
oriented surface Σ, whose boundary is partitioned into three parts: the incoming
boundary ∂inΣ which is identified with X1, the outgoing boundary ∂outΣ which is
identified with X2, and the remaining part of the boundary is referred as the “free
part” ∂freeΣ whose path components are labeled by objects of B. Note that ∂freeΣ
is a cobordism between ∂X1 and ∂X2, which preserves the labeling, see figure 4.2.

A monoidal functor from this category to the category of complex vector spaces
will be called a (1+1)-dimensional open-closed topological fiel theory. We write A for
the vector space associated to the standard circle S1, and Oab = Hom(a, b) for the
vector space associated to the interval [0, 1], with ends labeled by a, b ∈ Obj(B).

a

1

2

3

4

a

a
a

Figure 4.1: A one manifold with labels ai ∈ Obj(B).

47
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a

b

c
c

a

b

d
d

Figure 4.2: An open-closed cobordism.

4.1 Algebraic structure

A Frobenius structure consists of the following algebraic data:

1. (A,∆A, 1A) is a commutative Frobenius algebra.

2. A C-linear category B, where Oab = Hom(a, b) for a, b ∈ B.

2a. With associative linear maps ηbac and units ua

ηbac : Oab ⊗ Obc → Oac, (4.1)

ua : C→ Oaa, (4.2)

2b. The spaces Oaa have nondegenerate traces

Θa : Oaa → C (4.3)

In particular, each Oaa is not necessarily a commutative Frobenius algebra.

2c. Moreover,

Oab ⊗ Oba −→ Oaa
Θa−→ C

Oba ⊗ Oab −→ Obb
Θb−→ C

(4.4)

are perfect pairings with

Θa(ψ1ψ2) = Θb(ψ2ψ1) (4.5)

for ψ1 ∈ Oab, and ψ2 ∈ Oba.
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3. There are linear maps:

ιa : A→ Oaa, ιa : Oaa → A (4.6)

such that

3a. ιa is an algebra homomorphism

ιa(φ1φ2) = ιa(φ1)ιa(φ2), (4.7)

3b. the identity is preserved
ιa(1A) = 1a. (4.8)

3c. Moreover, ιa is central in the sense that

ιa(φ)ψ = ψιb(φ), (4.9)

for all φ ∈ A and ψ ∈ Oab.

3d. ιa and ιa are adjoint
ΘA(ιa(ψ)φ) = Θa(ψιa(φ)).

3e. We define the map πab : Oaa → Obb as follows. Since Oab and Oba are in duality
(using θa or θb), if we let ψµ be a basis for Oba then there is a dual basis ψµ

for Oab. Then we set
πab (ψ) =

∑
µ

ψµψψ
µ, (4.10)

and the Cardy condition is
πab = ιb ◦ ιa. (4.11)

4.2 Pictorial representation

For the case of a closed 2D TFT the Frobenius structure is provided by the
diagrams in fig. 4.3. The consistency conditions follow from fig. 4.4. In the open
case, entirely analogous considerations lead to the construction of a non necessarily
commutative Frobenius algebra in the open sector. The basic data are summarized
in fig. 4.5. The fact that the traces are dual pairings follows from fig 4.6. The
new ingredients in the open-closed theory are the open to closed and closed to
open transitions. in 2D TFT these are the maps ιa, ι

a. they are represented by
fig. 4.7. There are five new consistency conditions associated with the open-closed
transitions. They are illustrated in fig. 4.8 to fig 4.13.

Theorem 4.2.1. A 2-dimensional Open-Closed Topological Fiel Theory defines and
is defined by a Frobenius structure..

The proof of this theorem is a little more complicate that the Folklore theorem,
because we have to study more possibilities. You can see the proof in [MS06].
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+A AAAAAA+A

Figure 4.3: Four diagrams defining the Frobenius structure.

4.3 Example: Representations of a finite group G

A simple example of an open-closed TFT is the associated to a finite group G.
Where the category B is the category Rep(G). If E ∈ Obj(Rep(G)) the trace
θE : OEE → C takes ψ : E → E to 1

|G| tr(ψ).

The algebra A is the center of the group algebra C[G] such that

ιE : Z(C[G])→ OEE,∑
g

αgg 7→
∑
g

αgρg

ιE : OEE → Z(C[G]),

ψ : E → E 7→
∑
g

tr(ψρg|E)g

and the trace

θZ(C[G]) : Z(C[G])→ C∑
g

αgg 7→
α1

|G|
.

The next computation proves all the axioms.

1. (Z(C[G]), θZ(C[G]), 1Z(C[G])) is a Frobenius algebra.
Let I ⊂ ker(θZ(C[G])) be an ideal of (Z(C[G]), and

∑
g αgg ∈ I. Then θZ(C[G])(

∑
g αgg) =

α1

|G| = 0, hence α1 = 0. If h ∈ G we have
∑

g αggh
−1 ∈ I,thus θZ(C[G])(

∑
g αggh

−1) =
αh
|G| = 0. For this reason αh = 0 for any h ∈ G. Then I = {0}.
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Φ

Φ

Φ

Φ Φ Φ Φ Φ Φ

1

1 1

2

2 2

3

3 3( () )

=

Φ1

Φ2

Φ3

=

=
Φ1Φ1

Φ2
Φ2

Φ Φ1 2( ) = Φ Φ12( )

= Φ

Φ

Φ = Φ1

Φ1

Φ2

Φ1

Φ2

=

Figure 4.4: Associativity, commutativity, Abrams condition and unit

constraints in the closed case.
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id

=

=

= F )(Σ :

= θ :

F )(Σ :

= :F )(Σ =

1 1

a

b
a

a

c

c

b

b +

Oab

Oab Obc Oac

a

a
a Oaa

a

a

Oaa
a

a a

bb
Oab Oab

Figure 4.5: Basic data for the open theory.

=
a a

a

a

b b

b

b

Figure 4.6: Assuming that the strip corresponds to the identity

morphism we must have perfect pairings.
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a

a
a

a

Oaa A

ιa: A Oaa

ιa:

Figure 4.7: Two ways of representing open to closed and closed to open

transitions.

aa

a
=

a

a

ιa ιa ιa

Φ1

Φ2 Φ2

Φ1

Φ1 Φ1 22(   ) Φ(   ) ( )Φ
Figure 4.8: ιa is a homomorphism.

a

a
ιa a

=

a

a
(1A) = 1

Figure 4.9: ιa preserves the identity.
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=
Φ

Φ

Γ

Φ

Γ

ιa( )Γ = Γ Φιa( )

Figure 4.10: ιa maps into the center of Oaa.

=
Φ

Φ

Γ

Φ

Γ

ιa( )Γ = Γ Φιa( )

a

a

a

a

θθ a( ))(A

Figure 4.11: ιa is the adjoint of ιa.

πOaa: O bb

b

b

a

a

Figure 4.12: The double-twist diagram defines the map πab : Oaa → Obb.
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b

b

a

a
= =

b

b

a
aa

a b
=

b

b
b

a

a

Figure 4.13: The Cardy-condition is expressing the factorization of the

double-twist diagram in the closed string channel.

2a. Notation Oij = Hom(Ei, Ej) =

{
C IdEi if i = j,

0 in other case.
Then Oij ⊗ Ojk → Oik is zero except for i = j = k. In this case

Oii ⊗ Oii → Oii

λ Id⊗µ Id 7→ λµ Id

2b. The trace θi : Oii → C is nondegenerated. Note that if ψ ∈ Oii then there
exist λ ∈ C such that ψ = λ Idi, hence ker(θi) = {0}.

2c. First, suppose that i 6= j then

Oij⊗Oji → Oii
θi−→ C,

Oji⊗Oij → Ojj
θj−→ C

we have θi(ψφ) = 0 = θj(φψ).

If i = j then Oii ⊗ Oii → Oii
θi−→ C. In this case ψ = λ Id and φ = µ Id, hence

ψφ = φψ, and as a consequence θi(ψφ) = θi(φψ).

3a. ιE is an algebra homomorphism.

ιE((
∑
g

αgg)(
∑
h

βhh)) = ιE(
∑

αgβhgh) =
∑

αgβhρgh

ιE(
∑
g

αgg)ιE(
∑
h

βhh) =
∑
g

αgρg
∑
h

αhρh =
∑

αgβhρgρh

This expressions are the same because ρ is a group homomorphism.

3b. The identity is preserved by definition (ιE(e) = IdE).

3c. The linear map ιE is central i.e. ιE(
∑

g αgg)ψ = ψιF (
∑

g αgg) with ψ ∈ OEF .
If ψ ∈ Oij, then ψ = 0 for i 6= j or ψ = λ Idi for i = j.
If i 6= j is true the statement. Now we see the case i = j, but since we have
ψ = λ Id then it follows.
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3d. The linear maps ιE and ιE are adjoint, i.e. θZ(C[G])(ι
E(ψ)φ) = θE(ψιE(φ)).

θE(ψιE(φ)) = θE(ψ
∑
g

αgρg) = θE(
∑
g

αgψρg)

=
1

|G|
tr(
∑
g

αgψρg) =
1

|G|
∑
g

αg tr(ψρg)

θZ(C[G])(ι
E(ψ)φ) = θZ(C[G])(

∑
g

αgι
E(ψ)g) = θZ(C[G])(

∑
g

αg tr(ψρg))

=
1

|G|
∑
g

αg tr(ψρg)

3e. First

Oii
//

πij

((
Oij ⊗ Oji

τ // Oji ⊗ Oij
// Ojj

If i 6= j then πij = 0. If i = j we have

Oii → Oii ⊗ Oii → Oii ⊗ Oii → Oii

λ Id 7→ λ Id⊗|G|
ni

Id 7→ |G|
ni

Id⊗λ Id 7→ |G|
ni
λ Id

Then πii(λ Id) = |G|
ni
λ, where ni = dimEi.

Now we need to study ιiι
j.

The map ιi : Oii → Z(C[G]) takes λ Id to
∑

g tr(λρg)g = λ
∑

g χi(g)g and

ιj : Z(C[G]) → Ojj takes
∑

g αgg to
∑

g αgρg. Consequently ιjι
i(λ Id) =

λ
∑

g χi(g)ρg : Ej → Ej.
For the map ρg : Ej → Ej, with Ej is an irreducible representation, there exists
µ ∈ C such that ρg = µ Idj. Hence tr(ρg) = µ dimEj, so µ = 1

nj
χj(g). For

this ιjι
i(λ Idj) = λ

∑
g χi(g) 1

nj
χj(g) Idj = λ

nj

∑
g χi(g)χj(g) Idj = λ

nj
δi∗j|G| Idj.

Using that the representations are real, we have that χi(g) = χi(g), then
δi∗j = δij and the maps coincide.
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4.4 2D Open-Closed TFT with positive boundary

In a 2D open-closed TFT we have a family of maps ∆c
ab : Oab → Oac⊗Ocb, which

are called coproducts, with a, b, c ∈ B. These are defined by

Oab

:=∆c
ab //

Φab

��

Oac ⊗ Ocb

O∗ba ηc∗ba

// O∗bc ⊗ O∗ca τ
// O∗ca ⊗ O∗bc

Φ−1
ac ⊗Φ−1

cb

OO

where Φab : Oab → O∗bc is Φab(x)(y) = Θa(xy), for x ∈ Oab and y ∈ Oba.

a

b

c

a

b cΔab
c
:=

It is clear that ∆c
ab is a linear map.

Remark 4.4.1. The spaces Oab are finite dimensional with bilinear maps

ηcab : Oac ⊗ Ocb → Oab.

In the case a = b = c, ηaaa is an associative product.
These maps satisfy the next commutative diagram

Oab ⊗ Obc ⊗ Ocd

ηbac⊗1 //

1⊗ηcbd
��

Oac ⊗ Ocd

ηcad

��
Oad ⊗ Obd

ηbad

// Oad

Lemma 4.4.2. The maps ∆c
ab are coassociative, i.e. the next diagram commutes

Oab

∆d
ab //

∆c
ab

��

Oad ⊗ Odb

∆c
ad⊗1

��
Oac ⊗ Ocb

1⊗∆d
cb

// Oac ⊗ Ocd ⊗ Odb

for all a, b, c, d ∈ B.
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Proof. Note that in the next diagram we need to prove that the external diagram
commutes.

O∗bd ⊗ O∗da

O∗da ⊗ O∗bd

Oad ⊗ Odb

O∗da ⊗ Odb

O∗dc ⊗ O∗ca ⊗ Odb

O∗ca ⊗ O∗dc ⊗ Odb

Oac ⊗ Ocd ⊗ Odb

Oac ⊗ O∗dc ⊗ O∗bd

Oac ⊗ O∗bd ⊗ O∗dc

Oac ⊗ O∗bc

Oac ⊗ Ocb

O∗ca ⊗ O∗bc

O∗bc ⊗ O∗ca

O∗ba

Oab

O∗ba

O∗dc ⊗ O∗ca ⊗ O∗bd

O∗ca ⊗ O∗dc ⊗ O∗bd

O∗ca ⊗ O∗bd ⊗ O∗dc

O∗ca ⊗ O∗bd ⊗ O∗dc

?>=<89:;1

?>=<89:;2 ?>=<89:;3

?>=<89:;4 ?>=<89:;5

τ
**TTTTTTT

Φ−1
ad ⊗Φ−1

db

""DDDDDDDDDDDDD

Φad⊗1

��1
11111111111111

ηc∗da⊗1

��.
.........

τ⊗1

������������

Φ−1
ac ⊗Φ−1

cb ⊗1

��

1⊗τ
44jjjjjjj

1⊗Φ−1
cd ⊗Φ−1

db

<<zzzzzzzzzzzzz

1⊗ηd∗bc
**TTTTTTT

1⊗Φcb
""DDDDDDDDDDDDD

Φ−1
ac ⊗Φ−1

bc

��1
11111111111111

τ

��.
.........

ηc∗ba

������������

Φab

��

Φab

<<zzzzzzzzzzzzz

ηd∗ba 44jjjjjjjjjjj

ηc∗da⊗1∗

�������������������������������

τ⊗1

��

1⊗τ

��

1⊗1⊗Φ−1
db //

Φ−1
ac ⊗1⊗1

��

1⊗τ

$$JJJJJJJJJJJJJJJJJ

1⊗ηd∗bc

99rrrrrrrrrrrrrrrrrr

1

RR

Note that ?>=<89:;1 commutes trivially. The diagram ?>=<89:;2 can be divided into four com-
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mutative diagrams

O∗ba
ηd∗ba //

ηc∗ba
��

O∗bd ⊗ O∗da
τ //

1⊗ηc∗da
��

O∗da ⊗ O∗bd

ηc∗da⊗1

��
O∗bc ⊗ O∗ca

τ

��

ηd∗bc⊗1
// O∗bd ⊗ O∗dc ⊗ O∗ca

τ

��

τ // O∗dc ⊗ O∗ca ⊗ O∗bd

τ⊗1
��

O∗ca ⊗ O∗bc
1⊗ηd∗bc
// O∗ca ⊗ O∗bd ⊗ O∗dc 1⊗τ

// O∗ca ⊗ O∗dc ⊗ O∗bd

The diagram ?>=<89:;3 is the following

O∗da ⊗ O∗bd
Φ−1
ad ⊗Φ−1

db //

ηc∗da⊗1

��

Oad ⊗ Odb
Φad⊗1 // O∗da ⊗ Odb

ηc∗da⊗1

��
O∗dc ⊗ O∗ca ⊗ O∗bd

τ⊗1
��

O∗dc ⊗ O∗ca ⊗ Odb

τ⊗1
��

O∗ca ⊗ O∗dc ⊗ O∗bd
1⊗Φ−1

db // O∗ca ⊗ O∗dc ⊗ Odb

and it commutes naturally. Now we check that the diagram ?>=<89:;4 commutes

O∗ca ⊗ O∗bc
1⊗ηd∗bc //

Φ−1
ac ⊗Φ−1

cb

��

O∗ca ⊗ O∗bd ⊗ O∗dc
1⊗τ //

1 ))SSSSSSSSSSSSSS
O∗ca ⊗ O∗dc ⊗ O∗bd

1⊗τ
��

Oac ⊗ Ocb

1⊗Φcb
��

O∗ca ⊗ O∗bd ⊗ O∗dc

Φ−1
ac ⊗1uukkkkkkkkkkkkkk

Oac ⊗ O∗bc
1⊗ηd∗bc

// Oac ⊗ O∗bd ⊗ O∗dc

It commutes naturally. Finally, it rests to prove that the diagram ?>=<89:;5 commutes.

Then the external diagram commutes. The diagram ?>=<89:;5 can be divided into the
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next diagrams.

O∗ca ⊗ O∗dcO
∗
bd

1⊗Φ−1
db //

1⊗τ

��
Φ−1
ac ⊗1

  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Φ−1
ac ⊗Φ−1

cd ⊗Φ−1
db

%%

O∗ca ⊗ O∗dc ⊗ Odb

Φ−1
ac ⊗Φ−1

cd ⊗1

��

O∗ca ⊗ O∗bd ⊗ O∗dc

Φ−1
ac ⊗1

��
Oac ⊗ O∗bd ⊗ O∗dc 1⊗τ

// Oac ⊗ O∗dc ⊗ O∗bd1⊗Φ−1⊗Φ−1
// Oac ⊗ Ocd ⊗ Odb

It is clear that they are commutative, and the coproducts are coassociative.

¨

Lemma 4.4.3. Given the maps Θa : Oaa → k, we have that the triangles

Oab

∆b
ab //

∼=
��

Oab ⊗ Obb

1⊗Θbxxqqqqqqqqqqqq

Oab ⊗ k

Oab

∆a
ab //

∼=
��

Oaa ⊗ Oab

Θa⊗1
xxqqqqqqqqqqqq

k⊗ Oab

commute.

Proof. Note the identity Θa = u∗a ◦Φa. It is clear that the next diagram commutes,

Oab
Φab //

∼=

��

O∗ba
ηb∗ba // O∗bb ⊗ O∗ba

τ

��
O∗ba ⊗ O∗bb

Φ−1
ab ⊗1vvmmmmmmmmmmmmm

Φ−1
ab ⊗u

∗
b

rrfffffffffffffffffffffffffffff

Φ−1
ab ⊗Φ−1

bb

��
Oab ⊗ C Oab ⊗ O∗bb1⊗u∗b

oo Oab ⊗ Obb1⊗Φb
oo

the reason is that the identity ηbba ◦ (ub ⊗ 1) = 1 implies that (u∗b ⊗ 1) ◦ ηb∗ba = 1 then

(Φ−1
ab ⊗ u

∗
b) ◦ τ ◦ ηb∗ba = τ ◦ (1⊗ Φ−1

ab ) ◦ (u∗b ⊗ 1) ◦ ηb∗ba = τ ◦ (1⊗ Φ−1
ab )

This proves the lema.

¨
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Consider the maps

ηcab : Oab → Hom(Oca,Ocb) ∼= Ocb ⊗ O∗ca,

x 7→ ·x : Oca → Ocb, product by the right ofx

ξcab : Oab → Hom(Obc,Oac) ∼= Oac ⊗ O∗bc,

x 7→ x· : Obc → Oac, product by the left ofx

It is not difficult to prove that the next diagrams commute

Oab
Φab //

∆c
ab

��

O∗ba

ηc∗ba
��

Φ−1
ab // Oab

ηcab
��

Oac ⊗ Ocb(Φcb⊗Φac)◦τ
// O∗bc ⊗ O∗ca

Φ−1
cb ⊗1

// Ocb ⊗ O∗ca

Oab
Φab //

∆c
ab

��

O∗ba

ηc∗ba
��

Oab

ξcab
��

Φaboo

Oac ⊗ Ocb(Φcb⊗Φac)◦τ
// O∗bc ⊗ O∗ca Oac ⊗ O∗bcτ◦(Φac⊗1)

oo

Proposition 4.4.4. The coproduct ∆c
ab is a morphism of Oda×Obe-bimodule for all

d, e, i.e. the squares

Oda ⊗ Oab

ηadb //

1⊗∆c
ab

��

Odb

∆c
db

��
Oda ⊗ Oac ⊗ Ocb ηadc⊗1

// Odc ⊗ Ocb

Oab ⊗ Obe

ηbae //

∆c
ab⊗1

��

Oab

∆c
ae

��
Oac ⊗ Ocb ⊗ Obe

1⊗ηbce
// Oac ⊗ Oce

commute.

Proof. Consider the diagram

Oda ⊗ Oac ⊗ Ocb

Oda ⊗ Oab

Oda ⊗ Oac ⊗ O∗bc

Odc ⊗ O∗bc Odc ⊗ O∗bc

Odc ⊗ O∗bc

Odb

Odc ⊗ Ocb

?>=<89:;1 ?>=<89:;2

?>=<89:;3?>=<89:;4

?>=<89:;5

1⊗1⊗Φcb
oo

ηadc⊗1∗

''OOOOOOOOOOOOOOOOOO

1⊗ξcab

wwoooooooooooooooooo

1⊗∆c
ab

��

ηaab //

ηadc⊗1∗
//

1⊗1∗
//

∆c
db

��

ξcdb

''OOOOOOOOOOOOOOOOOOO

1⊗Φcb
//

1⊗Φcb

��
1⊗1∗

wwoooooooooooooooooo
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If we prove that the external diagram, and the diagrams ?>=<89:;2 , ?>=<89:;3 , ?>=<89:;4 , ?>=<89:;5 commute

then the diagram ?>=<89:;1 commutes. Note that the diagramas ?>=<89:;2 and ?>=<89:;5 commute

using the last statement. Clearly the diagrams ?>=<89:;3 and ?>=<89:;4 commute, and finally

the external diagram commutes by definition of ξcab.

We use the next diagram to prove that the other diagram commutes.

Oab ⊗ Obe

ηbab //

∆c
ab⊗1

��

τ◦(ηcab⊗1)

uujjjjjjjjjjjjjjjjjj
Oae

∆c
ae

��

τ◦ηcae

((PPPPPPPPPPPPPPP

O∗ca ⊗ Ocb ⊗ Obe

1∗⊗ηbce ))TTTTTTTTTTTTTTTTT
Oac ⊗ Ocb ⊗ ObeΦac⊗1⊗1

oo
1⊗ηbce

// Oac ⊗ Oce
Φac⊗1 //

Φac⊗1

��

O∗ca ⊗ Oce

1∗⊗1
vvnnnnnnnnnnnnnn

O∗ca ⊗ Oce
1∗⊗1

// O∗ca ⊗ Oce

¨

Applying the Proposition 4.4.4 we have that the cobordisms of the figure 4.14
coincide.

 = =

a

b c

a

a a a

b

b

b b

b

c

c

c

c

c

a d

d

d

d

d
d

Figure 4.14: Abrams condition.

Lemma 4.4.5.

= =

a

b

c

a

a

a

a

b

b b

c

c

c

c

c

a

b

a

ab

c

c
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Proof.
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=
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=
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c
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b
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a
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c

c
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=
c
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c

b

b

c

c

b

b

a

a

a

c

b

c

 
c

c

=a

c

a

¨

Remark 4.4.6. Let Θab : C→ Oab ⊗ Oba defined by

Θab = ∆b
aa ◦ ua,

where ua : C→ Oaa is the unit. Then Θab(1) = ΣiΨi ⊗Ψi, where {Ψi} is a basis of
Oab, and {Ψi} is the dual basis of Oba, i.e. 〈Ψi,Ψ

j〉 = δij.
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Proof. Let be Θab(1) = Σi,jβijΨi ⊗Ψj, where βij ∈ C.

 

a

b

a

b

= a

a

b

b
a

bb

a

Ψk

Ψk

ΨkΨk

Then we have (1⊗Θb)◦ (1⊗ηabb)(ΣijβijΨi⊗Ψj⊗Ψk) = (1⊗Θb)(ΣijβijΨi⊗ΨjΨk) =
ΣijβijΘb(Ψ

jΨk)Ψi = ΣiβikΨi = Ψk and hence βij = δij.

¨

Proposition 4.4.7. We can modify the axioms 2 in the definition of Frobenius
structure as follows: there exist a family of coassociative linear maps ∆c

ab : Oab →
Oac ⊗ Ocb which are Oaa × Obb-bimodule morphisms and linear maps Θa : Oaa → C
such that

Oab

∆b
ab //

∼=
��

Oab ⊗ Obb

1⊗Θbxxpppppppppp

Oab ⊗ k

Oab

∆a
ab //

∼=
��

Oaa ⊗ Oab

Θa⊗1
xxqqqqqqqqqqqq

k⊗ Oab

commute.

Proof. We only need to prove that the trace Θa : Oaa → C is non-degenerate. For
this we consider the next commutative diagram

Oaa ⊗ Oaa ⊗ Oaa
1⊗ηaaa

((RRRRRRRRRRRRR

C⊗ Oaa
ua⊗1// Oaa ⊗ Oaa

ηaaa ((RRRRRRRRRRRRRRR

∆a
aa⊗1

66lllllllllllll
Oaa ⊗ Oaa

1⊗Θa // Oaa ⊗ C

Oaa

∆a
aa

66lllllllllllllll

This implies the next property

1⊗ x 7→ 1a ⊗ x 7→ (
∑
i

ui ⊗ ei)⊗ x 7→
∑
i

ui ⊗ eix 7→
∑
i

Θa(eix)ui = x

where {ei} is a basis of Oaa. Hence {ui} is also a basis of Oaa.
If we take x = uj, then Θa(eiuj) = δij. We suppose y =

∑
i αiei with the property

that Θa(yx) = 0 for all x ∈ Oaa. Therefore, if we take x = uj hence
∑

i αiΘa(eiuj) =
αj = 0 for all j. This prove that y = 0 and consequently the trace is non-degenerate.
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a

;

a

Figure 4.15: Traces in the open theory and closed theory.

¨

Definition 4.4.8. We will define a weaker notion of a positive (outgoing) boundary
open-closed topological field theory (2D OC-TFT+) just as we defined a 2D OC-TFT
similarly with the difference that the morphisms have at least one outgoing bound-
ary. In particular there is not linear form associated to the surfaces illustrated in
the figure 4.15. Namely, we no longer have traces. Now, we describe the algebraic
axioms of this theory.

A positive boundary 2D open-closed TFT is given by the following algebraic
data:

1. (A,∆A, 1A) is a commutative non compact Frobenius algebra.

2 Oab is a collection of vector spaces for a, b ∈ B.

2a. There is a family of associative linear maps

ηbac : Oab ⊗ Obc → Oac (4.12)

2b. There is a family of co-associative linear maps

∆c
ab : Oab → Oac ⊗ Ocb.

2c. Moreover, ∆c
ab is a morphism of Oda × Obe-bimodule, i.e. the diagrams0

Oda ⊗ Oab

ηadb //

1⊗∆c
ab

��

Odb

∆c
db

��
Oda ⊗ Oac ⊗ Ocbηadc⊗1

// Odc ⊗ Ocb

Oab ⊗ Obb

ηbae //

∆c
ab⊗1

��

Oae

∆c
ae

��
Oac ⊗ Ocb ⊗ Obe

1⊗ηbce
// Oac ⊗ Oce

commute.
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3. There are linear maps:

ιa : A→ Oaa, ι
a : Oaa → A (4.13)

such that

3a. ιa is an algebra homomorphism

ιa(φ1φ2) = ιa(φ1)ιa(φ2) (4.14)

3b. The identity is preserved
ιa(1A) = 1a (4.15)

3c. Moreover, ιa is central in the sense that

ιa(φ)ψ = ψιb(φ) (4.16)

for all φ ∈ A and ψ ∈ Oab.

3d. We define the map

πab := ηabb ◦ τ ◦∆b
aa : Oaa → Obb,

where τ : Oab ⊗ Oba → Oba ⊗ Oab is the transposition map. We require the
Cardy condition:

πab = ιb ◦ ιa. (4.17)

Remark 4.4.9. This algebraic construction is equivalent to consider the categorical
definition, as we do for the 2D open-closed TFT with the restriction that it do not
traces in the closed and open part.

4.4.1 Open-closed String Topology

Let B be the category of D-branes, the objects of this category are a collection
of submanifolds of M ,

Obj(B) = {Di ⊂M : submanifold of M}.

Now we consider the path spaces, see figure 4.16,

PM(Di, Dj) = {γ : [0, 1]→M picewise smooth : γ(0) ∈ Di, γ(1) ∈ Dj}

Then, the morphisms of the category B are

HomB(Di, Dj) = H∗(PM(Di, Dj)),
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γ

γ

γ(0)

(1)

i

jD

D

Figure 4.16: Space PM(Di, Dj).

for Di, Dj ∈ Obj(B). In the chapter 2, we gave a nearly Frobenius structure on
the homology of the free loop space, (H*(LM),∆, u). Now, we describe the other
structural maps.

Consider the path space

PM(D1, D2, D3) =

{
α : [0, 1]→M : α(0) ∈ D1, α

(
1

2

)
∈ D2, α(1) ∈ D3

}

γ
γ

γ(0)

(1) D

D1

2

3

γ( )1 D2

Now we consider the next diagram

PM(D1, D2, D3)
i213

((RRRRRRRRRRRRR
j12×j23

tthhhhhhhhhhhhhhhhh

PM(D1, D2)×PM(D2, D3) PM(D1, D3)

where i213 : PM(D1, D2, D3)→ PM(D1, D2) is the natural inclusion, j12 : PM(D1, D2, D3)→
PM(D1, D2) is defined by j12(α)(t) := α( t

2
), and j23 : PM(D1, D2, D3)→ PM(D2, D3)

is defined by j23(α)(t) := α(1+t
2

).
The main idea to defining the product is to construct the umkehr map

(j12 × j23)! : H∗(PM(D1, D2))⊗ H∗(PM(D2, D3))→ H∗(PM(D1, D2, D3))

and we define the product η2
13 as the composition

η2
13 = (i213)∗ ◦ (j12× j23)! : H∗(PM(D1, D2))⊗H∗(PM(D2, D3))→ H∗(PM(D1, D3)).
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Now we observe that there is a pullback diagram of fibrations,

PM(D1, D2, D3)
j12×j23//

ev 1
2

��

PM(D1, D2)×PM(D2, D3)

ev1×ev0

��
D2 ∆

// D2 ×D2

,

this let us define the umkehr map (j12 × j23)!.

As before we can consider the diagram

PM(D1, D2, D3)
i213

vvlllllllllllll
j12×j23

**VVVVVVVVVVVVVVVVV

PM(D1, D3) PM(D1, D2)×PM(D2, D3)

Then, we define a coproduct

∆2
13 : H∗(PM(D1, D3))→ H∗(PM(D1, D2))⊗ H∗(PM(D2, D3))

as the composition (j12 × j23)∗ ◦ (i213)! : H∗(PM(D1, D3))→ H∗(PM(D1, D2, D3))→
H∗(PM(D1, D2))⊗ H∗(PM(D2, D3)).
We can define the umkehr map (i213)! because we have a pullback diagram of fibra-
tions,

PM(D1, D2, D3)
i213 //

ev 1
2

��

PM(D1, D3)

ev 1
2
×ev 1

2

��
D2 ∆

//M ×M

For the unit we consider the diagram

D
r

����������
i

$$JJJJJJJJJJ

pt PM(D,D)

where r : D → pt is the constant map and i : D → PM(D,D) is the inclusion. This
diagram defines the unit

uD : H∗(pt)→ H∗(PM(D,D))

as uD := i∗ ◦ r!, where r! : H∗(pt)→ H∗(D) sends the generator to the fundamental
class [D].
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D

Figure 4.17: The cobordism I.

To finish the construction we need to define the connection maps. Consider the
open-closed cobordism I between an interval, whose boundary is labeled by a D-
brane D, and a circle. This cobordism is pictured in the Figure 4.17. As in the
previous cases, we consider the space,

LD(M) = {β ∈ LM : β(0) ∈ D}

and the diagram

LM
iD

wwooooooooooooo
jD

))RRRRRRRRRRRRRRR

LM PM(D,D)

We define the map ιD by the composition,

ιD = (iD)∗ ◦ (jD)! : H∗(PM(D,D))→ H∗(LD(M))→ H∗(LM).

For defining the umkehr map we observe that there is a pullback square

LD(M)
jD //

ev0

��

PM(D,D)

ev0×ev1

��
D

∆
// D ×D

Finally we define the map ιD = (jD)∗ ◦ (iD)! : H∗(LM) → H∗(PM(D,D)) →
H∗(PM(D,D)), where the umkehr map (iD)! can be defined because the existence
of a pullback square,

LD(M)
jD //

ev0

��

LM

ev0×ev0

��
D

∆
//M ×M

Theorem 4.4.10. (H∗(LM),B) is a 2D open-closed TFT with positive boundary.

Proof. We only need to prove the open axioms. This because in the chapter 2 we
gave the proof of the closed axioms. We will use the lema 8.2.2
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1. Abrams condition.
This condition is represented in the next figure.

D

D
D

1

2
3

D4

D1

D3

D4

= D2 =
D2

D

D3

D4

1

(1) (2) (3)

For this we just meed to prove that the maps for (1) and (2) are the same. The
same applies for the the maps for (2) and (3). The next diagrams represent
these composition maps.
(1)

PM(D1, D2, D3, D4)

i4123×i12
34

uulllllllllllllllllllllllllllllllllllllll

i34
12×i1234

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

ξ1

��

η1

��

PM(D1, D2, D3)×PM(D3, D4)

j12×j23×1

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

i213×1

wwnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
PM(D1, D2)×PM(D2, D3, D4)

1×i324

''PPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP

1×j23×j34

uulllllllllllllllllllllllllllllllllllllll

PM(D1, D3)×PM(D3, D4) PM(D1, D2)×PM(D2, D3)×PM(D3, D4) PM(D1, D2)×PM(D2, D4)

(2)

PM(D1, D2, D3, D4)

i2134

yyrrrrrrrrrrrrrrrrrrrrrrr

i3124

%%LLLLLLLLLLLLLLLLLLLLLLL

ξ2

��

η2

��

PM(D1, D3, D4)

i314

%%LLLLLLLLLLLLLLLLLLLLLLL

j13×j34

wwppppppppppppppppppppppppp
PM(D1, D2, D4)

j12×j24

''NNNNNNNNNNNNNNNNNNNNNNNNN

i214

yyrrrrrrrrrrrrrrrrrrrrrrr

PM(D1, D3)×PM(D3, D4) PM(D1, D4) PM(D1, D2)×PM(D2, D4)

First, we note that ξ1 = ξ2, η1 = η2 and that the squares are pullback squares.
To prove that the composition maps coincide we only need to check that the
Euler class of each square coincides.
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(1) In the first diagram we have the next constructions

(i34
12 × i1234)∗(ev× ev 1

2
)∗(TD3) //________ PM(D1, D2, D3, D4)

i34
12×i1234

��
PM(D1, D2)×PM(D2, D3, D4)

1×j23×j34//

ev× ev 1
2

��

PM(D1, D2)×PM(D2, D3)×PM(D3, D4)

ev× ev× ev

��
TD3

//_________________ D2 ×D3
1×∆ // D2 ×D3 ×D3

and

(ev 1
3
× ev 2

3
)∗(TD3) //_____ PM(D1, D2, D3, D4)

ev 1
3
× ev 2

3

��

i4123×i12
34 //PM(D1, D2, D3)×PM(D3, D4)

ev 1
2
× ev× ev

��
TD3

//___________ D2 ×D3
1×∆ // D2 ×D3 ×D3

Note that (ev 1
3
× ev 2

3
)∗(TD3) = (i34

12 × i1234)∗(ev× ev 1
2
)∗(TD3). Then

0→ (ev 1
3
× ev 2

3
)∗(TD3)→ r∗2(ev× ev 1

2
)(TD3)→ F1 → 0,

is exact where F1 = 0.

(2) In the second case we have

(i3124)∗ ev∗1
2

(ν2) //___ PM(D1, D2, D3, D4)

i3124

��
PM(D1, D2, D4)

ev 1
2

��

i214 //PM(D1, D4)

ev 1
2
× ev 1

2
��

ν2 //__________ D2
∆ //M ×M

and

ev∗1
2

(ν2) //___ PM(D1, D2, D3, D4)
i2134 //

ev 1
3

��

PM(D1, D3, D4)

ev 1
3
× ev 1

3

��
ν2 //_________ D2

∆ //M ×M

As (ev 1
3
)∗(ν2) = (i3124)∗(ev 1

2
)∗(ν2), then F2 = 0.
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2. Associativity of the product.

= D2

D

D3

D4

1

D2

D

D3

D4

1

(1) (2)

(1)

PM(D1, D2, D3, D4)

i4123×i12
34

uulllllllllllllllllllllllllllllll

i2134

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ

��

η

~~

PM(D1, D2, D3)×PM(D3, D4)

i213×1

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

j12×j23×1

ttjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj
PM(D1, D3, D4)

i314

$$HHHHHHHHHHHHHHHHHHHH

j13×j34

wwppppppppppppppppppppppppp

PM(D1, D2)×PM(D2, D3)×PM(D3, D4) PM(D1, D3)×PM(D3, D4) PM(D1, D4)

(2)

PM(D1, D2, D3, D4)

i34
12×i1234

uulllllllllllllllllllllllllllllll

i3124

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ

��

η

~~

PM(D1, D2)×PM(D2, D3, D4)

1×i324

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

1×j23×j34

ttjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj
PM(D1, D2, D4)

i214

$$HHHHHHHHHHHHHHHHHHHH

j12×j24

wwppppppppppppppppppppppppp

PM(D1, D2)×PM(D2, D3)×PM(D3, D4) PM(D1, D2)×PM(D2, D4) PM(D1, D4)

First, we note that the external maps coincide.
In the diagram (1) we have

ev∗2
3

(TD3) //_____ PM(D1, D2, D3, D4)
i4123×i12

34 //

ev 2
3

��

PM(D1, D2, D3)×PM(D3, D4)

ev× ev

��
TD3

//___________ D3
∆ // D3 ×D3
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and

(i2134)∗ ev∗2
3

(TD3) //_____ PM(D1, D2, D3, D4)

i2134

��
PM(D1, D3, D4)

j13×j34 //

ev 1
2

��

PM(D1, D3)×PM(D3, D4)

ev× ev

��
TD3

//____________ D3
∆ // D3 ×D3

Note that ev 1
2
◦i2134 = ev 2

3
, then ev∗2

3

(TD3) = (ev 1
2
◦i2134)∗(TD3), and as a

consequence F1 = 0.

In the second diagram we have

ev∗1
3

(TD2) //______ PM(D1, D2, D3, D4)
i34
12×i1234 //

ev 1
3

��

PM(D1, D2)×PM(D2, D3, D4)

ev× ev

��
TD2

//____________ D2
∆ // D2 ×D2

and

(i3124)∗ ev∗1
2

(TD2) //___ PM(D1, D2, D3, D4)

i3124

��
PM(D1, D2, D4) //

ev 1
2

��

PM(D1, D2)×PM(D2, D4)

ev× ev

��
TD2

//__________ D2
∆ // D2 ×D2

We note that ev 1
3

= ev 1
2
◦i3124. Then ev∗1

3

(TD2) = (ev 1
2
◦i3124)∗(TD2) and F2 =

0.
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3. Coassociativity of the coproduct.

=
D2

D

D3

D4

1

D2

D

D3

D4

1

(1) (2)

(1)

PM(D1, D2, D3, D4)

i1234

wwppppppppppppppppppppppppp

i3124

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

ξ

  

η

��

PM(D1, D2, D4)

j12×j24

''NNNNNNNNNNNNNNNNNNNNNNNNN

i214

zzvvvvvvvvvvvvvvvvvvvv
PM(D1, D2)×PM(D2, D3, D4)

1×j23×j34

**TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT

1×i324

uulllllllllllllllllllllllllllllll

PM(D1, D4) PM(D1, D2)×PM(D2, D4) PM(D1, D2)×PM(D2, D3)×PM(D3, D4)

(2)

PM(D1, D2, D3, D4)

j1

wwppppppppppppppppppppppppp

j2

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

ξ

  

η

��

PM(D1, D3, D4)

j13×j34

''NNNNNNNNNNNNNNNNNNNNNNNNN

i314

zzvvvvvvvvvvvvvvvvvvvv
PM(D1, D2, D3)×PM(D3, D4)

j12×j23×1

**TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT

i213×1

uulllllllllllllllllllllllllllllll

PM(D1, D4) PM(D1, D3)×PM(D3, D4) PM(D1, D2)×PM(D2, D3)×PM(D3, D4)

In the first case we have

ev∗2
3

(µ) //___ PM(D1, D2, D3, D4)
i3124 //

ev 2
3

��

PM(D1, D2, D3)

ev 2
3
× ev 2

3

��
µ //_________ D3

∆ //M ×M
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and

(i1234)∗(ev× ev 1
2
)∗(µ) //______ PM(D1, D2, D3, D4)

i1234

��
PM(D1, D2)×PM(D2, D3, D4)

1×i324 //

ev× ev 1
2
��

PM(D1, D2)×PM(D2, D4)

ev× ev 1
2
× ev 1

2
��

µ //______________ D2 ×D3
1×∆ // D2 ×M ×M

Then the sequence 0 → ev∗2
3

(µ) → i∗2(ev× ev 1
2
)∗(µ) → F1 → 0 is exact, with

(i1234)∗(ev× ev 1
2
)∗(µ) = ev∗2

3

(µ). And for that reason we conclude F1 = 0.

In the second case, there is the diagram

ev∗1
3

(ν) //___ PM(D1, D2, D3, D4)
i2134 //

ev 1
3

��

PM(D1, D3, D4)

ev 1
3
× ev 1

3

��
ν //_________ D2

∆ //M ×M

and

(i4123)∗(ev 1
2
× ev)∗(ν) //______ PM(D1, D2, D3, D4)

i4123

��
PM(D1, D2, D3)×PM(D3, D4)

i213×1
//

ev 1
2
× ev

��

PM(D1, D3)×PM(D3, D4)

ev 1
2
× ev 1

2
× ev

��
ν //______________ D2 ×D3

1×∆ //M ×M ×D3

As the same as before ev∗1
3

(ν) = (i4123)∗(ev 1
2
× ev)∗(ν). Consequently F2 = 0.

4. Cardy condition

D

D

D

1

2

D1 D2

=

1

D1

D2

D2

(1) (2)
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Let be

LM(D1, D2) =

{
α : S1 →M : α(0) ∈ D1 and α

(
1

2

)
∈ D2

}
(1)

LM(D1, D2)

i2

wwppppppppppppppppppppppppp

i1

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ

��

η

��

PM(D1, D2, D1)

τ◦(j12×j21)

''NNNNNNNNNNNNNNNNNNNNNNNNN

i211

zzvvvvvvvvvvvvvvvvvvvv
PM(D2, D1, D2)

i122

$$HHHHHHHHHHHHHHHHHHHH

j21×j12

wwppppppppppppppppppppppppp

PM(D1, D1) PM(D2, D1)×PM(D1, D2) PM(D2, D2)

Where τ is the transposition map.

(2)

LM(D1, D2)
j1

wwppppppppppp
j2

''NNNNNNNNNNN
ξ

��

η

��

LD1(M)

iD1 ''NNNNNNNNNNNN

jD1wwooooooooooo
LD2(M)

jD2 ''OOOOOOOOOOO

iD2wwpppppppppppp

PM(D1, D1) LM PM(D2, D2)

Note that the next diagram is a pullback square

LM(D1, D2)
i2 //

i1

��

PM(D2, D1, D2)

j21×j12

��
PM(D1, D2, D1)

τ◦(j12×j21)
//PM(D1, D2)×PM(D2, D2)

Then, for the first case

ev∗(TD1) //___ LM(D1, D2)
i1 //

ev

��

PM(D1, D2, D1)

ev0× ev1

��
TD1

//______ D1 ∆
// D1 ×D1
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and

(i2)∗ ev∗(TD1) //______ LM(D1, D2)

i2

��
PM(D2, D1, D2)

τ◦(j21×j12) //

ev

��

PM(D1, D2)×PM(D2, D1)

ev× ev

��
TD1

//___________ D1 ∆
// D1 ×D1

The next equality holds ev∗(TD1) = (ev ◦i2)∗(TD1). And we conclude F1 = 0.

In the second case

ev∗(ζ) //___ LM(D1, D2)
j1 //

ev

��

LD1(M)

ev 1
2
× ev 1

2

��
ζ //______ D2 ∆

//M ×M

and

j∗2 ev∗(ζ) //___ LM(D1, D2)

j2
��

LD2(M)
iD2 //

ev

��

LM

ev× ev

��
ζ //_______ D2 ∆

//M ×M

In the same way ev∗(ζ) = (ev ◦j2)∗(ζ), then F2 = 0.

5. Unit axiom

D

D

2

1

=
D2

D2

D1

(2)(1)
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(1)

PM(D1, D2)

1×ε1

wwoooooooooooooooooooooooooo

i

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ

��

η

��

PM(D1, D2)×D2

1×ι

''OOOOOOOOOOOOOOOOOOOOOOOOOO

1×r

yyssssssssssssssssssssss
PM(D1, D2, D2)

i212

$$HHHHHHHHHHHHHHHHHHHH

j12×j22

wwppppppppppppppppppppppppp

PM(D1, D2)× pt PM(D1, D2)×PM(D2, D2) PM(D1, D2)

First, we note that the next diagram is a pullback square.

PM(D1, D2) i //

1×ε1
��

PM(D1, D2, D2)

j12×j22

��
PM(D1, D2)×D2 1×ι

//PM(D1, D2)×PM(D2, D2)

(2)

PM(D1, D2)

id

||xxxxxxxxxxxxxxxxxxx

id

""FFFFFFFFFFFFFFFFFFF

id

��

id

��

PM(D1, D2)

id

""FFFFFFFFFFFFFFFFFFF

id

||xxxxxxxxxxxxxxxxxxx
PM(D1, D2)

id

""FFFFFFFFFFFFFFFFFFF

id

||xxxxxxxxxxxxxxxxxxx

PM(D1, D2) PM(D1, D2) PM(D1, D2)

It is clear that for the second diagram we have F2 = 0. Basically we have
η = id and ξ ' id, then ξ∗ = id∗. In the first diagram the umkher map
(1× ε1)! due to the next square

ev∗(TD2) //___ PM(D1, D2)
1×ε1//

ev

��

PM(D1, D2)×D2

ev×id
��

TD2
//_______ D2

∆ // D2 ×D2
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and

i∗ ev∗1
2

(TD2) //______ PM(D1, D2)

i

��
PM(D1, D2, D2)

j12×j22 //

ev 1
2

��

PM(D1, D2)×PM(D2, D2)

ev× ev

��
TD2

//__________ D2 ∆
// D2 ×D2

Since (ev 1
2
◦i)∗(TD2) = ev∗(TD2), then F1 = 0.

6. ιD is morphism of algebras

(2)

=

(1)

D

D

D

D

Let be
MapD(8,M) = {α : 8→M : α(0) ∈ D}

(1)

MapD(8,M)

i

zzuuuuuuuuuuuuuuuu

j

##GGGGGGGGGGGGGGG

ξ

��

η

��

Map(8,M)

ρ

$$IIIIIIIIIIIIIIIII

e

{{vvvvvvvvvvvvvvv
LD(M)

jD

""FFFFFFFFFFFFFF

iD

{{wwwwwwwwwwwwwww

LM× LM LM PM(D,D)

(2)

MapD(8,M)

i1×i1

vvmmmmmmmmmmmmmmmmmmmmmm

j1

((PPPPPPPPPPPPPPPPPPPPP

ξ

��

η

��

LD(M)× LD(M)

jD×jD
((QQQQQQQQQQQQQQQQQQQQQQ

iD×iD
yyrrrrrrrrrrrrrrrrr

PM(D,D,D)

i111

%%JJJJJJJJJJJJJJJJ

j11×j11

wwnnnnnnnnnnnnnnnnnnnnn

LM× LM PM(D,D)×PM(D,D) PM(D,D)
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In the first diagram there is the square

ev∗(%) //___ MapD(8,M) i //

ev

��

Map(8,M)

ev× ev

��
% //_______ D

∆
//M ×M

and
j∗ ev∗(%) //___ MapD(8,M)

j

��
LD(M)

iD //

ev

��

LM

ev× ev

��
% //_______ D

∆
//M ×M

Clearly ev∗(%) = j∗ ev∗(%). Then F1 = 0.

By the other hand in (2) we have

ev∗(TD) //___ MapD(8,M) //

ev

��

LD(M)× LD(M)

ev× ev

��
TD //_______ D

∆ // D ×D

and

j′∗ ev∗1
2

(TD) //_____ MapD(8,M)

j1

��
PM(D,D,D)

ev 1
2

��

j11×j11 //PM(D,D)×PM(D,D)

ev1× ev0

��
TD //__________ D

∆ // D ×D

As before, j∗1 ev∗(TD) = ev∗(TD). Consequently F2 = 0.

7. ι is a central morphism

D

D

D

D1

1
1

2

2

(1) (2)

=

D

D2

D2

D2

D1
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(1)

LD1(T )ε1×ε0PM(D1, D2)

i

vvnnnnnnnnnnnnnnnnnnnnnnnnnnnn

j

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ

��

η

��

LD1(M)×PM(D1, D2)

jD1
×1

((PPPPPPPPPPPPPPPPPPPPPPPPPPPP

iD1
×1

xxpppppppppppppppppppppppp
PM(D1, D1, D2)

i112

$$HHHHHHHHHHHHHHHHHHHH

j11×j12

wwppppppppppppppppppppppppp

LM×PM(D1, D2) PM(D1, D1)×PM(D1, D2) PM(D1, D2)

(2)

PM(D1, D2)ε1×ε0LD2(M)

τ◦i′

vvnnnnnnnnnnnnnnnnnnnnnnnnnnnn

j′

''NNNNNNNNNNNNNNNNNNNNNNNNN

ξ′

��

η′

��

LD2(M)×PM(D1, D2)

τ◦(jD2
×1)

((PPPPPPPPPPPPPPPPPPPPPPPPPPPP

iD2
×1

xxpppppppppppppppppppppppp
PM(D1, D2, D2)

i212

$$HHHHHHHHHHHHHHHHHHHH

j12×j22

wwppppppppppppppppppppppppp

LM×PM(D1, D2) PM(D1, D2)×PM(D2, D2) PM(D1, D2)

Note that in the last case we have that the pullback spaces are different. For
this particular case we use the corollary 9.2.4, for this, we first need to prove
that LD1(T )ε1×ε0PM(D1, D2) and LD1(T )ε1×ε0PM(D1, D2) are homotopically
equivalent spaces. For this we construct the maps.

We define the map

ϕ : ϕ : LD1(T )ε1×ε0PM(D1, D2) −→ PM(D1, D2)ε1×ε0LD2(T )

(α, β) 7−→ (β, β ∗ α ∗ β),

and in the same way let be

ψ : PM(D1, D2)ε1×ε0LD2(T ) −→ LD1(T )ε1×ε0PM(D1, D2)
(γ, δ) 7−→ (γ ∗ δγ, γ).

See this maps in the figura 4.18.

Now we check that this maps determine a homotopy equivalence.

ψ ◦ ϕ(α, β) = ψ(β, β ∗ α ∗ β)= (α, α ∗ α ∗ β ∗ α ∗ α) ' (α, β)

ϕ ◦ ψ(γ, δ) = ϕ(γ ∗ δ ∗ γ, γ) = (γ, γ ∗ γ ∗ δ ∗ γ ∗ γ) ' (γ, δ).
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x y D1 2

α
β

D
( )β ,ϕ β

α
β

y xx y y

(α,β) (β, β∗α∗β)

x y D1 2D

γ δ

( ),
yx x y

ψ γ δ γ

x

γ

(γ,δ) ( γ∗δ∗γ, γ)

Figure 4.18: The map ϕ : LD1(T )ε1×ε0PM(D1, D2)→ LD1(T )ε1×ε0PM(D1, D2)

Finally we need to check that the external maps are homotopic.

η′ ◦ ϕ(α, β) = η′(β, β ∗ α ∗ β) (β ∗ α ∗ β, β) ' (α, β)

η(α, β) = (α, β)

ξ′ ◦ ϕ(α, β) = ξ′(β, β ∗ α ∗ β)= β ∗ β ∗ α ∗ β ' α ∗ β
ξ(α, β) = (α ∗ β)

η ◦ ψ(γ, δ) = η(γ ∗ δ ∗ γ, γ) = (γ ∗ δ ∗ γ, γ) ' (δ, γ)

η′(γ, δ) = (δ, γ)

ξ ◦ ψ(γ, δ) = ξ(γ ∗ δ ∗ γ, γ) = γ ∗ δ ∗ γ ∗ γ ' γ ∗ δ
ξ′(γ, δ) = γ ∗ δ

Then, we can use the corollary. It rest to calculate the Euler class.

In the first diagram we have

ev∗∞(TD1) //___ LD1(T )ε1×ε0PM(D1, D2) i //

ev∞

��

LD1 ×PM(D1, D2)

ε1×ε0
��

TD1
//__________ D1 ∆

// D1 ×D1
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and

j∗ ev∗1
2

(TD1) //___ LD1(T )ε1×ε0PM(D1, D2)

j

��
PM(D1, D1, D2)

j11×j12 //

ev 1
2

��

PM(D1, D1)×PM(D1, D2)

ε1×ε0
��

TD1
//___________ D1 ∆

// D1 ×D1

Note that j∗ ev∗1
2

(TD1) = ev∗∞(TD1). Then F1 = 0.

In the second diagram there is the square

ev∗∞(TD2) //_____ PM(D1, D2)ε1×ε0LD2(M) τ◦i′ //

ev∞

��

LD2(M)×PM(D1, D2)

ε0×ε1

��
TD2

//____________ D2 ∆
// D2 ×D2

and

j′∗ ev∗1
2

(TD2) //___ PM(D1, D2)ε1×ε0LD2(M)

j′

��
PM(D1, D2, D2)

j12×j22 //

ev 1
2

��

PM(D1, D2)×PM(D2, D2)

ε1×ε0
��

TD2
//___________ D2 ∆

// D2 ×D2

Clearly j′∗ ev∗1
2

(TD2) and ev∗∞(TD2) coincide, then F2 = 0.

Finally, we need to determine that νϕ = 0. For this we will construct the next
homotopy.

H : I × (LD1M ε1×ε0PM(D1, D2) −→ LM ε1×εPM(D1, D2)× I
(s, (α, β)) 7−→ (βs ∗ α ∗ βs, β, s)

where the map ε : I ×PM(D1, D2)→ M is given by ε(s, β) := β(s), and the
curve βs : I →M is βs(t) = β(st) for all t, s ∈ I.

Note that H(0, (α, β)) = (α, β) and H(1, (α, β)) = (β ∗α ∗ β, β) = τ ◦ϕ(α, β).
Now we need to prove that these spaces of infinite dimension has a smooth
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structure i.e. a infinite dimensional manifold; see [KM91]. The space W :=
LM ε1×εPM(D1, D2)× I is determined by the next pullback square.

W = LM ε1×εPM(D1, D2)× I //

ε×1

��

LM×PM(D1, D2)× I
ε0×ε×1

��
M × I

∆×1
//M ×M × I

Then W is a infinite dimensional manifold. In the other hand, the next pull-
back square give us that the spaces Zs := LD1M ε1×εsPM(D1, D2) are sub-
manifolds of W of codimension one.

Zs = LD1M ε1×εsPM(D1, D2)× {s} //

ε∞×s
��

LM ε1×εPM(D1, D2)× I
ε∞×1

��
M × {s} � � //M × I

In particular we have the next situation

Z0 = LD1M ε1×ε0PM(D1, D2)

Id

��

Z0 = LD1M ε1×ε0PM(D1, D2)

ϕ

��

H
'

+3

Z0 = LD1M ε1×ε0PM(D1, D2) Z1 = PM(D1, D2)ε1×ε0LD2M

Then νϕ = 0 and e(νϕ) = 1.

¨



Chapter 5

G-Topological Field Theory

An important construction in string theory is the orbifold construction. Ab-
stractly, this can be carried out whenever the closed string background has a group
G of automorphisms. There are two steps in defining an orbifold theory. First, one
must extend the theory by introducing “external” gauge fields, which are G-bundles
(with connection) on the world-sheets. Next, one must construct a new theory by
summing over all possible G-bundles (and connections).

5.1 Equivariant closed theories

Let us begin with some general remarks. In n-dimensional topological field theory
one begin with a category nCop whose objects are oriented (n − 1)-manifolds and
whose morphisms are oriented cobordisms. Physicists say that a theory admits a
group G as a global symmetry group if G acts on the vector space associated to
each (n − 1)-manifold. The linear operator associated to each cobordism is a G-
equivariant map. When we have such a “global” symmetry group G we can ask
whether the symmetry can be gauged, i.e. whether elements of G can be applied
independently in some sense at each point of space-time. Mathematically the
process of “gauging” has a very elegant description: it amounts to extending the
field theory functor from the category nCob to the category nCobG whose objects
are (n − 1)-manifolds equipped with a principal G bundle, and whose morphisms
are cobordisms with a G-bundle.

We have another interpretation of this category, this view is due to Turaev
[Tur99] and it consists on working in the language of pointed homotopy theory
(smooth version). For this, we set a path-connected topological space X with basis
point x ∈ X. We call an X-manifold by a pair consisting of a pointed closed
oriented manifold M and a characteristic map gM : M → X. For M and M ′

as before we can talk of a X-diffeomorphisms between them. A cobordism W
from M0 to M1 is endowing with a map W → M sending the basis point of the
boundary components into x. Both basis M0 and M1 are considered as X-manifolds

85
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with characteristic maps obtained by restricting the given map W → M . An X-
diffeomorphism of aX-cobordisms f : (W,M0,M1)→ (W ′,M ′

0,M
′
1) is an orientation

preserving diffeomorphism inducing a X-diffeomorphisms M0 → M ′
0, M1 → M ′

1

and such that gW = gW ′f where gW , gW ′ are the characteristic maps of W , W ′

respectively.

We can glue X-cobordisms along the basiss. If (W0,M0, N), (W1, N
′,M1) are

X-cobordisms and f : N → N ′ is an X-diffeomorphism then the gluing of W0 with
W1 along f yields a new X-cobordism with basiss M0 and M1.

If we make a quotient by identifying diffeomorphic objects, hence any diffeomor-
phism becomes an identity. We get an alternative viewpoint for nCobG, for this we
take X := BG (the classifying space of Milnor).

Definition 5.1.1. A G-equivariant TFT is a symmetrical monoidal functor from
nCobG to VectC.

5.2 G-Frobenius algebras

We start with the definition of the algebraic data with a proposition which is
related with the Frobenius structure of the G-invariant part and with the equivariant
version for the Abrams theorem. This definition was done in the seminar paper by
Moore and Segal [MS06].

Definition 5.2.1. A G-Frobenius algebra is an algebra C = ⊕g∈GCg, where Cg is a
vector space of finite dimension for all g ∈ G such that

1. There is a homomorphism α : G → Aut(C ), see figure 5.1, where Aut(C ) is
the algebra of homomorphisms of C such that

αh : Cg → Chgh−1 ,

and for every g ∈ G we have

αg|Cg = 1Cg .

Note that αe : Cg → Cg is the identity map.

2. There is a G-invariant trace or counit ε : Ce → C which induce nondegenerate
pairings, see figure 5.2,

θg : Cg ⊗ Cg−1 → C.
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g h -1gh

αh

Figure 5.1: The action αh : Cg → Chgh−1 .

θ :=
g-1

g

g

Figure 5.2: The pairing θg : Cg ⊗ Cg−1 → C.

=

g

h

h h

h

h

h

g

g

g

g g

g g-1

α

Figure 5.3: The twisted commutativity of the product.



88 5.2. G-Frobenius algebras

h

ghh
-1g-1-1

hgh-1g-1gh

g-1

-1
αg

=
h hgh-1g-1

α

h

g

Figure 5.4: Torus axiom.

3. For all x ∈ Cg and y ∈ Ch we have that the product is twisted commutative
(see figura 5.3), i.e.

xy = αg(y)x.

4. Let ∆g =
∑

i ξ
g
i ⊗ ξ

g−1

i ∈ Cg ⊗Cg−1 the Euler element, where {ξgi } is a basis of

Cg and
{
ξg
−1

i

}
is the dual basis of Cg−1 . For all g, h ∈ G (see figure 5.4) the

identity ∑
i

αh(ξ
g
i )ξ

g−1

i =
∑
i

ξhi αg(ξ
h−1

i )

The next proposition gives us a natural consequence of this definition. This is
that the G-invariant part of the G-Frobenius algebra C G is a Frobenius algebra.

Proposition 5.2.2. For C a G-Frobenius algebra, we have the G-invariant part of
this algebra, denoted by Corb, is a Frobenius algebra.

Proof. Let be Corb := C G = (⊕g∈GCg)
G. Note that Corb

∼= ⊕g∈TC C(g)
g where T is a

set of representatives for the conjugacy classes in G and C(g) is the centralizer of
g ∈ G. The maps that define this isomorphism are

Ψ :
⊕

g∈T C C(g)
g −→

(⊕
b∈G Cg

)G∑
g∈G yg 7−→

∑
g∈T
∑

h∈[g],h=kgk−1 αk(yg)

and

Υ :
(⊕

b∈G Cg

)G −→
⊕

g∈T C C(g)
g∑

g∈G xg 7−→
∑

g∈T xg.

First, we prove that Corb is an algebra. The product is simply the restriction of
the product in C , this is because for x, y ∈ Corb we have that g · x = αg(x) = x
and g · y = αg(y) = y for all g ∈ G, then g · xy = αg(xy) = αg(x)αg(y) = xy.
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An additional property is the commutative of the product, to check this we take
x =

∑
g∈G xg and y =

∑
h∈G yh ∈ Corb. The calculations are as follows:

xy =
∑
g∈G

∑
h∈G

xgyh =
∑
g,h∈G

αg(yh)xg =
∑
g∈G

αg

(∑
h∈G

yh

)
xg =

∑
g∈G

yxg = yx.

For the Frobenius structure we define the trace ε : Corb → C as the restriction of
ε : C → C with the value zero on Cg with g 6= e. To complete the proof we need to
prove that the induced pairing is non-degenerate.
Let x =

∑
g∈G xg ∈ Corb and suppose ε(xy) = 0, for all y ∈ Corb. We need to prove

that x = 0. If we show that xg = 0 for all g ∈ T we finish. This is because x =∑
g∈T
∑

h∈[g],h=kgk−1 αk(xg). We can consider yh ∈ Ch, where h is the representant

of [h] ∈ T , then y :=
∑

k∈[h],k=lhl−1 αl(yh) ∈ Corb. Now

ε(xy) = |[h]|ε(xh−1(yh))

Hence ε(xh−1yh) = 0 for all yh ∈ Ch, and then xh−1 = 0 for every h ∈ T . Finally
x = 0.

¨

Corollary 5.2.3. The coproduct in Corb is

∆ = (m⊗ 1) · (1⊗Θ)

where Θ : C→ Corb ⊗ Corb is the copairing.

Proof. We only need to construct a basis of Corb.

Let be {egi } a basis of Cg such that αk(e
g
i ) = ekgk

−1

i is a basis of Ckgk−1 .
For x ∈ Corb there is the identity

x =
∑
g∈T

∑
h∈[g],h=kgk−1

αk(xg),

where xg =
∑

i λ
g
i e
g
i ∈ Cg. Therefore

x =
∑
g∈T

∑
h∈[g],h=kgk−1

∑
i

λgiαk(e
g
i ) =

∑
g∈T

∑
i

λgi
∑

h∈[g],h=kgk−1

ekgk
−1

i =
∑
g∈T

∑
i

λgiEi,g

where Ei,g =
∑

h∈[g] e
h
i . This proves that {Ei,g} is a generator of Corb. Now we

prove that this set is linearly independent. Suppose that
∑

g∈T,i∈Ig βi,gEi,g = 0, then∑
g∈T,i∈Ig

∑
h∈[g] βi,ge

h
i =

∑
g∈G

(∑
i∈Ig βi,ge

h
i

)
= 0, where βi,g = βi,h if h and g are



90 5.2. G-Frobenius algebras

in the same conjugation class. As
∑

i∈Ig βi,gEi,g ∈ Cg hence
∑

i∈Ig βi,gEi,g = 0 for all

g ∈ G. We use that egi is a basis of Cg, to prove that βi,g = 0 for all g ∈ T , i ∈ Ig.
Note that for Ei,g ∈ Corb and k ∈ G we have k · Ei,g =

∑
h∈[g] αk(e

h
i ) =∑

h∈[g] e
khk−1

i =
∑

l∈[g] e
l
i = Ei,g, where l = khk−1 ∈ [g].

We can construct
{
E#
i,g

}
= 1
|[g]|
∑

h∈[g] e
h−1

i as the dual basis of Corb. Then

Θ(1) =
∑

g∈T,i∈Ig

E#
i,g ⊗ Ei,g

and

∆(x) =
∑

g∈T,i∈Ig

xE#
i,g ⊗ Ei,g =

∑
g∈T,i∈Ig

∑
h,k∈[g]

1

|[g]|
xeh

−1

i ⊗ eki .

¨

Theorem 5.2.4. (Abrams equivariant case) Let C = ⊕g∈GCg an algebra with an
associative product mg,h : Cg ⊗ Ch → Cgh and a unit u : C→ Ce, where every Cg is
a finite dimension space. We have that a trace ε : Ce → C is non-degenerate if and
only if it has a coassociative coproduct ∆g,h : Cgh → Cg ⊗ Ch, with ε as its counit,
such that for every g, h, k ∈ G the following diagrams commute:

Cg ⊗ Chk
mg,hk //

1⊗∆h,k

��

Cghk

∆gh,k

��
Cg ⊗ Ch ⊗ Ck mg,h⊗1

// Cgh ⊗ Ck

Cgh ⊗ Ck
mgh,k //

∆g,h⊗1

��

Cghk

∆g,hk

��
Cg ⊗ Ch ⊗ Ck 1⊗mh,k

// Cg ⊗ Chk

(5.1)

Proof. The necessity is the nontrivial part and for this we define the coproduct

Cgh
∆g,h //

Φf

��

Cg ⊗ Ch

C ∗h−1g−1
mh−1,g−1

∗
// C ∗h−1 ⊗ C ∗g−1 τ

// C ∗g−1 ⊗ C ∗h−1

Φ−1
g ⊗Φ−1

h

OO

where Φf (x)(y) = ε(mf,f−1(x⊗y)). This coproduct is coassociative and satisfies the
two diagrams 5.1.

¨

Theorem 5.2.5. Every 2D G-equivariant topological field theory defines and is de-
fined by a G-Frobenius algebra, i.e. the categories associated to this structures are
equivalent.
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In order to prove this result, we note that in the same way as before the only
statement for checking is that the axioms for a G-Frobenius algebra are the only
sewing conditions to cut a cobordism in all possible ways. A good reference for this
result is [MS06].

5.3 Nearly G-Frobenius algebras

Definition 5.3.1. A nearly G-Frobenius algebra is an algebra C = ⊕g∈GCg, where
Cg is a vector space for all g ∈ G such that

1. There is a homomorphism α : G → Aut(C ), where Aut(C ) is the algebra of
homomorphisms of C , such that

αh : Cg → Chgh−1 ,

for every g ∈ G we have
αg|Cg = IdCg .

Note that αe : Cg → Cg is the identity map.

2. For all x ∈ Cg and y ∈ Ch we have that the product is twisted commutative,
i.e.

xy = αg(y)x.

3. There are coassociative coproducts ∆g,h : Cgh → Cg⊗Ch such that the follow-
ing diagrams commute.

Cg ⊗ Chf
mg,hf //

1⊗∆hf

��

Cghf

∆gh,f

��

Cg ⊗ Chf
mg,hf //

∆gh,h−1⊗1

��

Cghf

∆gh,f

��
Cgh ⊗ Ch−1 ⊗ Chf mg,h⊗1

// Cgh ⊗ Cf Cgh ⊗ Ch−1 ⊗ Chf 1⊗mh−1,hf

// Cgh ⊗ Cf

See Figure 5.5.

4. These coproducts have the next properties: for every g, h ∈ G the next diagram
commutes

C

u

��

u // Ce
∆h // Ch ⊗ Ch−1

1⊗αg // Ch ⊗ Cgh−1g−1

mh,gh−1g−1

��
Ce ∆g

// Cg ⊗ Cg−1
αh⊗1

// Chgh−1 ⊗ Cg−1
mhgh−1,g−1

// Chgh−1g−1
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= =

(1) (2) (3)

g

f

h

g

f

gh

hf hf

g

ghf

gh

f

hf

g

f

gh

h-1

gh

hf

Figure 5.5: Abrams condition.

Remark 5.3.2. Note that the condition 3 involves the next particular case. We
take the particular commutative diagrams

Cg ⊗ Ce
mg,e //

1⊗∆h−1,h

��

Cg

∆gh−1,h

��
Cg ⊗ Ch−1 ⊗ Ch mg,h−1⊗1

// Cgh−1 ⊗ Ch

Ce ⊗ Cg
me,g //

∆gh−1,hg−1⊗1

��

Cg

∆gh−1,h

��
Cgh−1 ⊗ Chg−1 ⊗ Cg 1⊗mhg−1,g

// Cgh−1 ⊗ Ch

and xg ∈ Cg, then the next equality is satisfied∑
i

xge
h−1

i ⊗ ehi =
∑
i

egh
−1

i ⊗ ehg
−1

i xg,

where {ehi } is a basis of Ch, which is a generalized condition of Lauda (see Figure
5.6).

Theorem 5.3.3. If C is a nearly G-Frobenius algebra then its G-invariant part,
denoted by Corb, is a nearly Frobenius algebra.

Proof. We define the coproduct

∆ : Corb → Corb ⊗ Corb

similarly as in Corollary 1.3. This is ∆(x) =
∑

g∈T,i∈Ig
∑

h,k∈[g] xe
h−1

i ⊗ eki .
To prove that (Corb,∆) is a nearly Frobenius algebra we only need to prove the
Lauda condition, i.e.∑

g∈T,i∈Ig

∑
h,k∈[g]

xeh
−1

i ⊗ eki =
∑

g∈T,i∈Ig

∑
h,k∈[g]

eh
−1

i ⊗ eki x.
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= =

g

h

gh

h

g

h

gh

g

h

gh

= =

g

h
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Figure 5.6: Generalized Lauda condition.

If x =
∑

l∈G xl, then∑
g∈T,i∈Ig

∑
h,k∈[g]

xeh
−1

i ⊗ eki =
∑

g∈T,i∈Ig

∑
h,k∈[g]

∑
l∈G

xle
h−1

i ⊗ eki .

By the remark 5.3.2 we have
∑

i xge
h−1

i ⊗ ehi =
∑

i e
gh−1

i ⊗ ehg
−1

i xg. If we act the
second component by αr : Ch → Crhr−1 = Ck. Then the next identity is satisfied∑

i

xge
h−1

i ⊗ αr(ehi ) =
∑
i

egh
−1

i ⊗ αr(ehg
−1

i xg),

hence ∑
i

xge
h−1

i ⊗ eki =
∑
i

egh
−1

i ⊗ erhg
−1r−1

i αr(xg).

Therefore∑
g∈T,i∈Ig

∑
h,k∈[g]

∑
l∈G

xle
h−1

i ⊗ eki =
∑

g∈T,i∈Ig

∑
h,k∈[g]

∑
l∈G

elh
−1

i ⊗ erhl−1r−1

i αr(xl).

We use that lh−1 and rhl−1r−1 = krl−1r−1 are in the same conjugacy class and lh−1
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and rhl−1r−1 vary over all G, so we can change the variables h, k for u, v. Then

∆(x) =
∑

g∈T,i∈Ig

∑
u,v∈[g]

∑
l∈G

eu
−1

i ⊗ eviαr(xl)

=
∑

g∈T,i∈Ig

∑
u,v∈[g]

eu
−1

i ⊗ eviαr

(∑
l∈G

xl

)
=

∑
g∈T,i∈Ig

∑
u,v∈[g]

eu
−1

i ⊗ eviαr(x)

=
∑

g∈T,i∈Ig

∑
u,v∈[g]

eu
−1

i ⊗ evi x.

¨

5.4 Examples

5.4.1 Virtual Cohomology

Now we introduce a new structure which is defined in [LUX07]. This is a cohomol-
ogy theory for orbifolds and it is other important example of a nearly G-Frobenius
algebra. We will work, as the same as before, with the global quotient orbifold
[M/G], where M is a smooth manifold and G is a finite group acting smoothly on
M . In this subsection we will describe the structure maps. For this work we only
consider quotients of manifolds by a finite group.

This example generalizes two diferente families of Frobenius algebras. The first
example is the Poincaré algebra of an oriented smooth manifold M and the second
is the Dijkgraaf-Witten model given by a finite group G. We can relate these two
structures through a smooth action

G 	M

M

::uuuuuuuuu
G

ccHHHHHHHHH

Let G be a finite group and M g := {x ∈M : xg = x} the set of fixed points of g ∈ G.
If M is an oriented smooth manifold (not necessarily compact), we can define the
G-virtual cohomology

H∗(M,G) :=
⊕
g∈G

H∗(M g).
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Definition 5.4.1. The next diagram defines the virtual product in H∗(M,G) in the
following way.

M g,h
� s

ig,h

%%KKKKKKKKKKKJ j

δg,h

wwppppppppppppp

M g ×Mh M gh

If α ∈ H∗(M g) and β ∈ H∗(Mh), then we can define the virtual product

α ? β := ig,h!
(
(ν(g, h)δ∗g,h(α× β)

)
,

where α × β = π∗g(α)π∗h(β), and ν(g, h) = e(M ;M g,Mh) is the Euler class of the

excess bundle
TM |

Mg,h

TMg |
Mg,h+TMh|

Mg,h
, which is called the excess intersection class. In the

Grothendieck group of vector bundles over M g,h the class is

TM |Mg,h + TM g,h − TM g|Mg,h − TMh|Mg,h .

Notice that δ∗g,h(α×β) = δ∗g,h(π
∗
g(α)π∗h(β)) = (πgδg,h)

∗(α)(πhδg,h)(β) = i∗g(α)i∗h(β),

where ig : M g,h →M g, ih : M g,h →Mh and πg : M g ×Mh →M g, πh : M g ×Mh →
Mh.

This product becames graded with the degree shift

dimvirt(α) = |α|+ cod(M g ⊆M).

We have a natural action of the group G in H∗(M ;G) as follow

αg : H∗(Mh)→ H∗(M ghg−1

).

This is induced by the map M ghg−1 →Mh, x 7→ xg. Note that αg|H∗(Mg) = idH∗(Mg).

Now we define the virtual coproduct as follows

M g,h
� t

δg,h

'NNNNNNNNNNNNNK k

ig,h

ysssssssssss

M gh M g ×Mh

Then for α ∈ H∗(M gh)

∆g,h(α) := δg,h!
(
µ(gh, g, h)i∗g,h(α)

)
,

where µ(g, h) = e
(

TM |
Mg,h

TMgh|
Mg,h
⊕ TM g,h

)
.
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Theorem 5.4.2. H∗(M ;G) is a nearly G-Frobenius algebra.

Proof. We use the lema 9.1.2.

1. Associativity of the virtual product

(ii)(i)

h

f

g

hfghf

ghfgh

f

g

h

(i)

M g,h,f

e2

$$HHHHHHHHHH
e1

xxrrrrrrrrrrrr

M g,h ×M f

ig,h×1

&&LLLLLLLLLLLL
δg,h×1

wwooooooooooooo
M gh,f

igh,f

  AAAAAAAAA
δgh,f

{{vvvvvvvvvv

M g ×Mh ×M f M gh ×M f M ghf

• e∗2(ν(gh, f))e(F1)e∗1(ν(g, h)× 1)

where e(F1) = e
(

TMgh×Mf |
Mg,h,f

TMg,h×Mf |
Mg,h,f+TMgh,f |

Mg,h,f

)
, ν(gh, f) = e

(
TM |

Mgh,f

TMgh|
Mgh,f+TMf |

Mgh,f

)
,

and ν(g, h) = e
(

TM |
Mg,h

TMg |
Mg,h+TMh|

Mg,h

)
.

Note that e∗1 (ν(g, h)× 1) = ν(g, h)|Mg,h,f . We realize the calculations in K-
theory:
Set by TMk1,k2,...|Mg,h,f = 〈k1, k2, ...〉, then

〈1〉+〈gh, f〉−〈gh〉−〈f〉+〈gh〉+〈f〉+〈g, h, f〉−〈g, h〉−〈f〉−〈gh, f〉+〈1〉+〈g, h〉−〈g〉−〈h〉

= 〈2〉+ 〈g, h, f〉 − 〈g〉 − 〈h〉 − 〈f〉.

(ii)

M g,h,f

e′2

&&MMMMMMMMMMM
e′1

wwnnnnnnnnnnnn

M g ×Mh,f

1×ih,f

''PPPPPPPPPPPP
1×δh,f

vvlllllllllllll
M g,hf

ig,hf

$$IIIIIIIII
δg,hf

xxqqqqqqqqqq

M g ×Mh ×M f M g ×Mhf M ghf
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• e′∗2 (ν(g, hf))e(F2)e′∗1 (1× ν(g, h))

where e(F2) = e
(

TMg×Mhf |
Mg,h,f

TMg×Mh,f |
Mg,h,f+TMg,hf |

Mg,h,f

)
, ν(h, f) = e

(
TM |

Mh,f

TMh|
Mh,f+TMf |

Mh,f

)
,

and ν(g, hf) = e
(

TM |
Mg,hf

TMg |
Mg,hf+TMhf |

Mg,hf

)
.

In K-theory

〈1〉+〈g, hf〉−〈g〉−〈hf〉+〈g〉+〈hf〉+〈g, h, f〉−〈g〉−〈h, f〉−〈g, hf〉+〈1〉+〈h, f〉−〈h〉−〈f〉

= 〈2〉+ 〈g, h, f〉 − 〈g〉 − 〈h〉 − 〈f〉.

Then (α ? β) ? γ = α ? (β ? γ).

2. Coassociativity of the virtual coproduct

(ii)(i)

h

f

g

hf
ghf

ghf

gh

f

g

h

(i)

M g,h,f

e1

&&LLLLLLLLLLLL
e2

zzvvvvvvvvvv

M g,hf

δg,hf

##HHHHHHHHHH
ig,hf

~~}}}}}}}}}
M g ×Mh,f

1×δh,f

''OOOOOOOOOOOOO
1×ih,f

xxrrrrrrrrrrrr

M ghf M g ×Mhf M g ×Mh ×M f

• e∗1(µ(g, hf))e(F1)e∗2(1× µ(g, h))

where e(F1) = e
(

TMg×Mhf |
Mg,h,f

TMg,hf |
Mg,h,f+TMg×Mh,f |

Mg,h,f

)
, µ(g, hf) = e

(
TM |

Mg,hf

TMghf |
Mg,hf

TM g,hf
)

,

and µ(h, f) = e
(

TM |
Mh,f

TMhf |
Mh,f

TMh,f
)

.

If we realize the calculations in K-theory, then

〈1〉+〈h, f〉−〈hf〉+〈1〉−〈ghf〉+〈g, hf〉+〈g〉+〈hf〉+〈g, h, f〉−〈g, hf〉−〈g〉−〈h, f〉

= 〈2〉+ 〈g, h, f〉 − 〈ghf〉.



98 5.4. Examples

(ii)

M g,h,f

e′1

((PPPPPPPPPPPP
e′2

xxqqqqqqqqqqq

M gh,f

δgh,f

&&MMMMMMMMMM
igh,f

zzuuuuuuuuu
M g,h ×M f

δg,h×1

((RRRRRRRRRRRRR
ig,h×1

wwnnnnnnnnnnnn

M ghf M gh ×M f M g ×Mh ×M f

• e′∗1 (µ(gh, f))e(F2)e′∗2 (µ(g, h)× 1)

where e(F2) = e
(

TMgh×Mf |
Mg,h,f

TMg,h×Mf |
Mg,h,f+TMgh,f |

Mg,h,f

)
, µ(g, h) = e

(
TM |

Mg,h

TMgh|
Mg,h

TM g,hf
)

,

and ν(gh, f) = e
(

TM |
Mgh,f

TMghf |
Mgh,f

TM gh,f
)

.

In K-theory

〈1〉+〈g, h〉−〈gh〉+〈1〉+〈gh, f〉−〈ghf〉+〈gh〉+〈f〉+〈g, h, f〉−〈gh, f〉−〈g, h〉−〈f〉

= 〈2〉+ 〈g, h, f〉 − 〈ghf〉.

3. The action is an algebra homomorphism

=

h

k

hk ghkg-1

-1

h

k

ghg

gkg

-1

ghkg-1α

α

α

(1) (2)

g

g

g

(i)

M ghg−1,gkg−1

ighg−1,gkg−1

%%KKKKKKKKKKK
λg

zzvvvvvvvvvvv

Mh,k

ih,k

$$HHHHHHHHHHH
δh,k

||xxxxxxxxxx
M ghkg−1

1

##GGGGGGGGGG
αg

yysssssssssss

Mh ×Mk Mhk M ghkg−1

• e(F1) = e

(
TMhk|

Mghg−1,gkg−1

TMh,k|
Mghg−1,gkg−1 +TMghkg−1 |

MMghg−1,gkg−1

)
and ν(h, k) = e

(
TM |

Mh,k

TMh|
Mh,k+TMk|

Mh,k

)
.
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Then in K-theory the calculations are

〈1〉+ 〈h, k〉 − 〈h〉 − 〈k〉+ 〈hk〉+ 〈ghg−1, gkg−1〉 − 〈h, k〉 − 〈ghkg−1〉

= 〈1〉 − 〈h〉 − 〈k〉 − 〈h, k〉.

(ii)

M ghg−1,gkg−1

1

&&MMMMMMMMMMMM
δghg−1,gkg−1

xxqqqqqqqqqqqq

M ghg−1,gkg−1

1

&&MMMMMMMMMMMMM
αg×αg

yyrrrrrrrrrrrr
M ghg−1,gkg−1

ighg−1,gkg−1

%%KKKKKKKKKKK
δghg−1,gkg−1

xxqqqqqqqqqqqqq

Mh ×Mk Mhk M ghkg−1

• e(F2) = e

(
TMghg−1×TMgkg−1 |

Mghg−1,gkg−1

TMghg−1×TMgkg−1 |
Mghg−1,gkg−1 +TMghg−1,gkg−1 |

MMghg−1,gkg−1

)
and ν(ghg−1, gkg−1) = e

(
TM |

Mghg−1,gkg−1

TMghg−1 |
Mh,k+TMgkg−1 |

Mh,k

)
Then in K-theory

〈1〉+ 〈ghg−1, gkg−1〉 − 〈ghg−1〉 − 〈gkg−1〉+ 〈ghg−1, gkg−1〉+ 〈ghg−1〉

+〈gkg−1〉 − 〈ghg−1〉 − 〈gkg−1〉 − 〈ghg−1, gkg−1〉

= 〈1〉 − 〈h〉 − 〈k〉 − 〈h, k〉.

4. Graded commutativity of the product

g

gh

h

gh h

gh

(2)(1)

g

g

-1

g

h
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(ii)

M ghg−1,g = M g,h

ι

%%KKKKKKKKKKKKKKKKK

δghg−1,g

xxpppppppppppppppppp
ig,h

��

δh,g

��

M ghg−1 ×M g

ι

&&MMMMMMMMMMMMMMMMMM

αg×1

yytttttttttttttttt
M ghg−1,g

ig,h

!!BBBBBBBBBBBBBB

δghg−1,g

yysssssssssssssssss

Mh ×M g M ghg−1 ×M g M gh

• ν(ghg−1, g)e(F2)1

where e(F2) = e

(
TMghg−1×Mg |

Mg,h

TMghg−1,g |
Mg,h+TMghg−1×Mg |

Mg,h

)
= e(0) = 1.

In K-theory
〈1〉+ 〈g, h〉 − 〈ghg−1〉 − 〈g〉.

(i)

M ghg−1,g = M g,h

ι

$$JJJJJJJJJJJJJJJJ

δg,h

xxrrrrrrrrrrrrrrrrr

M g ×Mh

ι

&&LLLLLLLLLLLLLLLLL

τ

zzvvvvvvvvvvvvvvv
M g,h

ig,h

��>>>>>>>>>>>>>

δg,h

zzuuuuuuuuuuuuuuuu

Mh ×M g M g ×Mh M gh

• ν(g, h)e(F1)1

where e(F1) = e
(

TMg×Mh|
Mg,h

TMg×Mh|
Mg,h+TMg,h|

Mg,h

)
= e(0) = 1.

In K-theory
〈1〉+ 〈g, h〉 − 〈g〉 − 〈h〉.

Then αg(β) ? α = ig,h!
(
ν(g, h)δ∗g,h (τ ∗(β × α))

)
if and only if

〈h〉 = 〈ghg−1〉.

This is true because the bundles are isomorphic. Now we need to understand
τ ∗(β × α).
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Let be τ : M g×Mh →Mh×M g the transposition, and π1 : M g×Mh →M g,
π2 : M g ×Mh →Mh, π′1 : Mh ×M g →Mh, π′2 : Mh ×M g →M g. Hence

τ ∗(β × α) = τ ∗(π
′∗
1 (β))τ ∗(π

′∗
2 (α)) = (π′1τ)∗(β)(π′2τ)∗(α)

= π∗2(β)π∗1(α) = (−1)|α||β|π∗1(α)π∗2(β)

= (−1)|α||β|α× β.

Then αg(β) ? α = (−1)|α||β|ig,h!
(
ν(g, h)δ∗g,h(α× β)

)
= (−1)|α||β|α ? β.

5. Abrams condition

g

gh

h
-1

f

g

g g

g

g

hf

hf

f

h

h

h

hf

f
hf

(i) (ii) (iii)

Remember that if α ∈ H∗(M gh) then

∆g,h(α) = δg,h!
(
µ(gh, g, h)i∗g,h(α)

)
,

where µ(g, h) = e
(

TM |
Mg,h

TMgh|
Mg,h
⊕ TM g,h

)
.

(ii)

M g,h,f

e1

zzttttttttt
e2

%%JJJJJJJJJ

M g,hf

δg,hf

xxqqqqqqqqqq
ig,hf

$$JJJJJJJJJ M gh,f

igh,f

zzttttttttt δgh,f

&&MMMMMMMMMM

M g ×Mhf M ghf M gh ×M f

• e∗2(µ(gh, f))e(F1)e∗1(ν(g, hf)),

where e(F1) = e
(

TMghf |
Mg,h,f

TMg,hf |
Mg,h,f+TMgh,f |

Mg,h,f

)
.

Then 〈1〉+〈gh, f〉−〈ghf〉+〈ghf〉+〈g, h, f〉−〈g, hf〉−〈gh, f〉+〈1〉+〈g, hf〉−
〈g〉 − 〈hf〉 = 〈2〉+ 〈g, h, f〉 − 〈g〉 − 〈hf〉.
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(i)

M g,h,f

e′1

yyrrrrrrrrrrrrrrrrr

e′2

%%LLLLLLLLLLLLLLLLL

M g ×Mh,f

1×ih,f

zzuuuuuuuuuuuuuuu
1×δh,f

%%LLLLLLLLLLLLLLLLL M g,h ×M f

δg,h×1

yyrrrrrrrrrrrrrrrrr

ig,h×1

$$IIIIIIIIIIIIIII

M g ×Mhf M g ×Mh ×M f M gh ×M f

• e′∗2 (ν(g, h)× 1)e(F2)e
′∗
1 (1× µ(h, f)),

where e(F2) = e
(

TMg×Mh×Mf |
Mg,h,f

TMg×Mh,f |
Mg,h,f+TMg,h×Mf |

Mg,h,f

)
.

Then 〈1〉+ 〈g, h〉−〈g〉−〈h〉+ 〈g〉+ 〈h〉+ 〈f〉+ 〈g, h, f〉−〈g〉−〈h, f〉−〈g, h〉−
〈f〉+ 〈1〉+ 〈h, f〉 − 〈hf〉 = 〈2〉+ 〈g, h, f〉 − 〈hf〉 − 〈g〉.
(iii)

M g,h,f

e′′1

wwooooooooooooooooooo

e′′2

''OOOOOOOOOOOOOOOOOOO

M gh,h−1 ×Mhf

igh,h−1×1

yyssssssssssssssss
δgh,h−1×1

''OOOOOOOOOOOOOOOOOOO M gh ×Mh−1,hf

1×δh−1,hf

wwooooooooooooooooooo
1×ih−1,hf

%%KKKKKKKKKKKKKKKK

M g ×Mhf M gh ×Mh−1 ×Mhf M gh ×M f

• e′′∗2 (1× ν(h−1, hf))e(F3)e
′′∗
1 (µ(gh, h−1)× 1),

where e(F3) = e

(
TMgh×Mh−1×Mhf |

Mg,h,f

TMgh,h−1×Mhf |
Mg,h,f+TMgh×Mh−1,hf |

Mg,h,f

)
.

Then 〈1〉+〈h−1, hf〉−〈h−1〉−〈hf〉+〈gh〉+〈h−1〉+〈hf〉+〈g, h, f〉−〈gh, h−1〉−
〈hf〉 − 〈gh〉 − 〈h−1, hf〉+ 〈1〉+ 〈gh, h−1〉 − 〈g〉 = 〈2〉+ 〈g, h, f〉 − 〈hf〉 − 〈g〉.
If we compare the three cases we have that the Abrams condition is satisfied.
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6. Torus axiom

-1

hghg

-1

-1

α

α

(ii)

g

(i)

h

g

g

hgh
-1

-1

hghg

-1

-1-1

h

h ghg-1

=

(i)

M g,h

e2

((QQQQQQQQQQQQQQQQ
e1

wwnnnnnnnnnnnnnn

M g,g−1

δg,g−1 ''PPPPPPPPPPPPPP
ig,g−1

yyssssssssssss
Mhgh−1,g−1

(αh×1)◦δhgh−1,g−1

vvmmmmmmmmmmmmmmm
ihgh−1,g−1

((PPPPPPPPPPPPPPP

M M g ×M g−1

Mhgh−1g−1

• e∗2(ν(hgh−1, g−1)e(F1)e∗1(µ(g, g−1)),

where e(F1) = e

(
TMg×Mg−1 |

Mg,h

TMg,g−1 |
Mg,h+TMhgh−1,g−1 |

Mg,h

)
and µ(g, g−1) = e

(
TM |

Mg,g−1

TM |
Mg,g−1

⊕ TM g,g−1
)

=

e(TM g). Then

〈1〉+〈hgh−1, g−1〉−〈hgh−1〉−〈g−1〉+〈g〉+〈g−1〉+〈g, h〉−〈g, g−1〉−〈hgh−1, g−1〉+〈g, g−1〉

= 〈1〉+ 〈g, h〉 − 〈hgh−1〉+ 〈g〉.

(ii)

M g,h

e′2

((QQQQQQQQQQQQQQQQ
e′1

vvnnnnnnnnnnnnnn

Mh,h−1

δh,h−1 ''PPPPPPPPPPPPPP
ih,h−1

yyssssssssssss
Mh,gh−1g−1

δh,gh−1g−1

vvmmmmmmmmmmmmmmm
ih,gh−1g−1

((PPPPPPPPPPPPPPP

M Mh ×Mh−1

Mhgh−1g−1
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• e′∗2 (ν(h, gh−1g−1)e(F2)e
′∗
1 (µ(h, h−1)),

where e(F2) = e

(
TMh×Mh−1 |

Mg,h

TMh,h−1 |
Mg,h+TMh,gh−1g−1 |

Mg,h

)
and µ(h, h−1) = e(TMh).

Then

〈1〉+〈h, gh−1g−1〉−〈h〉−〈gh−1g−1〉+〈h〉+〈h−1〉+〈g, h〉−〈h, h−1〉−〈h, gh−1g−1〉+〈h, h−1〉

= 〈1〉+ 〈g, h〉 − 〈gh−1g−1〉+ 〈h〉.
Using that 〈g〉 = 〈hgh−1〉 we finish the proof.

¨

Definition 5.4.3. We define the orbifold virtual cohomology as the G-invariant part
of H∗(M ;G). It is denoted by H∗virt(M ;G) = H∗(M ;G)G.

Corollary 5.4.4. The orbifold virtual cohomology, H∗virt(M ;G), is a nearly Frobe-
nius algebra.

5.4.2 Orbifold String Topology

Orbifold string topology was introduced by Lupercio, Uribe and Xicotencatl in
[LUX08]. Let M be a smooth, compact, connected, oriented manifold and let G be
a finite group acting on M .
We will consider the global quotient orbifold X = [M/G].
We define now the loop orbifold LX for X as follows:

Consider the space

PG(M) :=
⊔
g∈G

Pg(M)× {g}

where
Pg(M) = {γ : [0, 1]→ Y : γ(0)g = γ(1)},

together with the G-action given by

G×
⊔
g∈G

Pg(M)× {g} →
⊔
g∈G

Pg(M)× {g}

(h, (γ, g)) 7→ (γh, h
−1gh)

where γh(t) := γ(t)h.

hx

g
-1x

x

x

h

h( )h hg

α
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Then we define the loop orbifold as

LX := [PG(M)/G].

In this section we associate a nearly G-Frobenius algebra to the loop orbifold
LX. This is H∗(PG(M)) =

⊕
g∈G H∗(Pg(M)), which the G-action

αh : H∗(Pg(M))→ H∗(Phgh−1(M))

αh([γ]) = [γh]

It is important to mention that the string topology is included as H∗(Pe(M)) with
e ∈ G the identity.

We will describe the structure maps in the next section.

Algebraic structure

Orbifold string product: We will suppose that M is oriented and G acts by
orientation preserving diffeomorphisms. Now we define the product for the homology
of PG(M). We start by defining a composition of path maps

~ : Pg(M)ε1×ε0Ph(M)→ Pgh(M)

where εt : Pk(M)→M is the evaluation map at t, given by γ 7→ γ(t) and

Pg(M)ε1×ε0Ph(M) = {(γ0, γ1) : γ0(1) = γ1(0)}.

The map ~ is given by

(γ0 ~ γ1)(t) :=

{
γ0(2t), 0 ≤ t ≤ 1

2

γ1(2t− 1), 1
2
< t ≤ 1

Notice that the following diagram is a pullback square

Pg(M)ε1×ε0Ph(M)
j //

ε∞

��

Pg(M)× Ph(M)

ε1×ε0
��

M
∆

//M ×M

(5.2)

where j is the inclusion, ∆ is the diagonal map and ε∞(γ0, γ1) = γ0(1) = γ1(0). We
observe that the pullback square 5.2 allows a Thom-Pontryagin map

τ : Pg(M)× Ph(M)→ (Pg(M)ε1×ε0Ph(M))TM ,
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where (Pg(M)ε1×ε0Ph(M))TM denotes the Thom space of the pullback bundle ε∗∞(TM).
This is the normal bundle of the embedding j.

Set by (Pgh(M))TM the Thom space of the bundle ε∗1
2

(TM) with ε 1
2

: Pgh(M)→
M . The map ~ induces a map of Thom spaces

~̃ : (Pg(M)ε1×ε0Ph(M))TM → (Pgh(M))TM .

An immediate consequence is the next commutative diagram

Pg(M)× Ph(M) τ //

ε1×ε0
��

(Pg(M)ε1×ε0Ph(M))TM
~̃ //

ε∞

��

(Pgh(M))TM

ε 1
2

��
M ×M τ //MTM = //MTM

Then, we can consider the composition

ηg,h : Hp(Pg(M))⊗ Hq(Ph(M))
×−→ Hp+q(Pg(M)× Ph(M))

τ∗−→

Hp+q((Pg(M)ε1×ε0Ph(M))TM)
ũ∗−→ Hp+q−d(Pgh(M)),

where ũ∗ is the Thom isomorphism. Summing over all elements g ∈ G we obtain
the map

η : Hp(PG(M))⊗ Hq(PG(M))→ Hp+q−d(PG(M)).

We denote by η the G-string product.
Orbifold string coproduct: First, we note that the next diagram is a pullback

square

Pg(M)ε1×ε0Ph(M)
~ //

ε∞

��

Pgh(M)

ε 1
2
,ε0.g

��
M

∆
//M ×M

Then, we can consider the map

~̃ : Pgh(M)→ (Pg(M)ε1×ε0Ph(M))TM

where (Pg(M)ε1×ε0Ph(M))TM denotes the Thom space of the pullback bundle ε∗∞(TM),
which is the normal bundle of ~.
Then, we can consider the composition

∆g,h : Hp+q+d(Pgh(M))
~̃−→ Hp+q+d(Pg(M)ε1×ε0Ph(M))TM

ũ∗−→ Hp+q(Pg(M)εi×ε0Ph(M))
j∗−→

Hp+q(Pg(M)× Ph(M)) −→ Hp(Pg(M))⊗ Hq(Ph(M)).
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Summing over all elements g ∈ G we obtain the map

∆ : H∗(PG(M))→ H∗(PG(M))⊗ H∗(PG(M))

We will call ∆ the G-string coproduct.
The unit: We consider the next diagram

M
r

||zzzzzzzz
ic

##GGGGGGGGG

{pt} Pe(M)

where r : M → {pt}, the constant map and ic : M → Pe(M) is defined by ic(y) =
α : I →M such that α(t) = y is the constant loop.

Then u : H∗({pt}) = k
r!−→ H∗(Y )

ic∗−→ H∗(Pe(M))→ H∗(PG(M)).

u : k → H∗(PG(M)).

Note that as the same as string topology the loop orbifold has not trace, this is
because, as late, the counit is given by the diagram

M � q

i

##GGGGGGGGG
r

~~~~~~~~~~

pt Pe(M)

and the inclusion map M ↪→ Pe(M) has infinite codimension.

Theorem 5.4.5. H∗(PG(M)) is a nearly G-Frobenius algebra.

Proof. We will to check all the axioms.

1. Associativity of the product

(2)(1)

h

g

gh

g

h

k

ghk

k

hk
ghk

Remember that the product is defined from the next diagram

PgM ε1×ε0PhM
j

vvlllllllllllll
∗

''OOOOOOOOOOO

PgM × PhM PghM
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The associativity is encoded in the next two diagrams.

(1)

PgM ε1×ε0PhM ε1×ε0PkM

∗×1

&&MMMMMMMMMMMMMMMMMMMMMMMM

1×j

wwooooooooooooooooooooooooooo

PgM ε1×ε0PhM × PkM

∗×1

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

j×1

wwppppppppppppppppppppppppp
PghM ε1×ε0PkM

∗

!!DDDDDDDDDDDDDDDDDD

j

xxqqqqqqqqqqqqqqqqqqqqqqqq

PgM × PhM × PkM PghM × PkM PghkM

(2)

PgM ε1×ε0PhM ε1×ε0PkM

1×∗

&&MMMMMMMMMMMMMMMMMMMMMMMM

j×1

wwooooooooooooooooooooooooooo

PgM × PhM ε1×ε0PkM

1×∗

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

1×j

wwppppppppppppppppppppppppp
PgM ε1×ε0PhkM

∗

!!DDDDDDDDDDDDDDDDDD

j

xxqqqqqqqqqqqqqqqqqqqqqqqq

PgM × PhM × PkM PgM × PhkM PghkM

The first case involved the next constructions

(∗ × 1)∗ε∗∞(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

∗×1
��

ε∗∞(TM) //_______ PghM ε1×ε0PkM
ε∞

��

j // PghM × PkM

ε1×ε0
��

TM //____________ M
∆

//M ×M

and

(ε∞ × ε∞)∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM
ε∞×ε∞

��

1×j// PgM ε1×ε0PhM × PkM

ε∞×ε1×ε0
��

TM //___________ M ×M
1×∆

//M ×M ×M
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We note that (∗ × 1)∗ε∗∞(TM) = (ε∞ × ε∞)∗(TM). Then F1 = 0.

In the second diagram we have the next constructions

(1× ∗)∗ε∗∞(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

1×∗
��

ε∗∞(TM) //_______ PgM ε1×ε0PhkM
ε∞

��

j // PgM × PhkM

ε1×ε0
��

TM //____________ M
∆

//M ×M

and

(ε∞ × ε∞)∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM
ε∞×ε∞

��

j×1// PgM × PhM ε1×ε0PkM
ε1×ε0×ε∞
��

TM //___________ M ×M
∆×1

//M ×M ×M

Similarly as before, we note that (1 × ∗)∗ε∗∞(TM) = (ε∞ × ε∞)∗(TM). Then
F2 = 0. Therefore the product is associative.

2. Coassociativity of the coproduct

(2)(1)

h
g

gh

g

h
ghk

ghkhk

k k

In the same way as the product, the coproduct is defined from the diagram

PgM ε1×ε0PhM
j

((RRRRRRRRRRRRR
∗

wwooooooooooo

PghM PgM × PhM

The diagrams that represent this property are



110 5.4. Examples

(1)

PgM ε1×ε0PhM ε1×ε0PkM

∗×1

xxqqqqqqqqqqqqqqqqqqqqqqqq

1×j

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

PghM ε1×ε0PkM

∗

}}zzzzzzzzzzzzzzzzzz

j

&&MMMMMMMMMMMMMMMMMMMMMMMM
PgM ε1×ε0PhM × PkM

∗×1

wwooooooooooooooooooooooooooo

j×1

''NNNNNNNNNNNNNNNNNNNNNNNNN

PghkM PghM × PkM PgM × PhM × PkM

(2)

PgM ε1×ε0PhM ε1×ε0PkM

1×∗

xxqqqqqqqqqqqqqqqqqqqqqqqq

j×1

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

PgM ε1×ε0PhkM

∗

}}zzzzzzzzzzzzzzzzzz

j

&&MMMMMMMMMMMMMMMMMMMMMMMM
PgM × PhM ε1×ε0PkM

1×∗

wwooooooooooooooooooooooooooo

1×j

''NNNNNNNNNNNNNNNNNNNNNNNNN

PghkM PgM × PhkM PgM × PhM × PkM

In the first case we have the next constructions

(1× j)∗(ε∞ × ε0)∗η //___ PgM ε1×ε0PhM ε1×ε0PkM
1×j
��

(ε∞ × ε0)∗η //_____ PgM ε1×ε0PhM × PkM

ε∞×ε0
��

∗×1 // PghM × PkM

(ε 1
2
,ε0g)×ε0

��
η //____________ M ×M

∆×1
//M ×M ×M

and

(ε∞ × ε0)∗η //___ PgM ε1×ε0PhM ε1×ε0PkM
ε∞×ε0

��

∗×1 // PghM ε1×ε0PkM
(ε 1

2
,ε0g)×ε0

��
η //__________ M ×M

∆×1
//M ×M ×M

We note that (1× j)∗(ε∞ × ε0)∗η = (ε∞ × ε0)∗η. Then F1 = 0.
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The second diagram has the next constructions

(j × 1)∗(ε1 × ε∞)∗η //___ PgM ε1×ε0PhM ε1×ε0PkM
j×1

��
(ε1 × ε∞)∗η //_____ PgM × PhM ε1×ε0PkM

ε1×ε∞
��

1×∗ // PgM × PhkM

ε1×(ε 1
2
,ε0h)

��
η //____________ M ×M

1×∆
//M ×M ×M

and

(ε1 × ε∞)∗η //___ PgM ε1×ε0PhM ε1×ε0PkM
ε1×ε∞

��

1×∗ // PgM ε1×ε0PhkM
ε1×(ε 1

2
,ε0h)

��
η //__________ M ×M

∆×1
//M ×M ×M

In the same way as before, we note that (j × 1)∗(ε1 × ε∞)∗η = (ε1 × ε∞)∗η.
Then F2 = 0.

3. Graded commutativity of the product

g

gh

h

gh h

gh

(2)(1)

g

g

-1

g

h

This property is represented in the next diagrams

(1)

PhM ε1×ε1PgM

j◦(1×αg−1 )◦τ

yyrrrrrrrrrrrrrrrrr
τ◦(αh−1×1)

&&MMMMMMMMMMMMMMMMMM

PhM × PgM

1

yyssssssssssssssss
τ◦(αh−1×αg)

%%LLLLLLLLLLLLLLLLL
PgM ε1×ε0PhM

j

xxqqqqqqqqqqqqqqqqqq

∗

##HHHHHHHHHHHHHHH

PhM × PgM PgM × PhM PghM
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(2)

PhM ε1×ε1PgM

i

xxqqqqqqqqqqqqqqqqqq

αg×1

''OOOOOOOOOOOOOOOOOOO

PhM × PgM

1

yysssssssssssssssss

(αg×1)◦τ

&&MMMMMMMMMMMMMMMMMM
Pghg−1M ε1×ε0PgM

j

wwooooooooooooooooooo

∗

%%JJJJJJJJJJJJJJJJ

PhM × PgM Pghg−1M × PgM PghM

First, we need to check that the maps ∗ ◦ (αg × 1) and ∗ ◦ τ ◦ (αh−1 × 1) are
homotopic maps and the same for j ◦ (1 × αg−1) and i. In each case, we will
construct the homotopy. In the first case we define

H : I × (PhM ε1×ε1PgM)→ PghM

by

H(s, (α, β))(t) := αg(α) ∗ β ∗ αh−1(α)

(
s+ 2t

3

)
Note that H(0, (α, β))(t) = αg(α)∗β ∗αh−1(α)

(
2t
3

)
= αg(α)∗β(t) = (∗◦ (αg×

1))(α, β)(t), and H(1, (α, β))(t) = αg(α)∗β∗αh−1(α)
(

1+2t
3

)
= β∗αh−1(α)(t) =

(∗ ◦ τ(αh−1 × 1))(α, β)(t).
In the second case the next map

F : I × (PhM ε1×ε1PgM)→ PhM × PgM

is defined by

F (s, (α, β))(r, t) =

(
α(r), β ∗ αg−1(β)

(
s+ t

2

))

Note that F (0, (α, β))(r, t) =
(
α(r), β ∗ αg−1(β)

(
t
2

))
= (α(r), β(t)) = i(α, β)(r, t),

and F (1, (α, β))(r, t) =
(
α(r), β ∗ αg−1(β)

(
1+t

2

))
= (α(r), αg−1(β)(t)) = j◦(1×

αg−1)(α, β)(r, t).
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Now, we can determine the Euler classes. In the first case we have

(ε∞ ◦ τ ◦ (αh−1 × 1))∗(TM) //___ PhM ε1×ε1PgM

τ◦(αh−1×1)

��
PgM ε1×ε0PhM

j //

ε∞

��

PgM × PhM

ε1×ε0

��
TM //____________ M

∆
//M ×M

and

ε∗1(TM) //___ PhM ε1×ε1PgM
i //

ε1

��

PhM × PgM

ε1×ε1

��
TM //_______ M

∆
//M ×M

We note that ε1 = ε∞ ◦ τ ◦ (αh−1 × 1), then F1 = 0.

For the second case

(ε∞ ◦ (αg × 1))∗(TM) //____ PhM ε1×ε1PgM

τ◦(αg×1)

��
Pghg−1M ε1×ε0PgM

j //

ε∞

��

Pghg−1M × PgM

ε1×ε0

��
TM //____________ M

∆
//M ×M

and

ε∗1(TM) //___ PhM ε1×ε1PgM
i //

ε1

��

PhM × PgM

ε1×ε1

��
TM //_______ M

∆
//M ×M

Similarly we note that ε1 = ε∞ ◦ (αg × 1), then F2 = 0.
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4. The action is an algebra homomorphism

=

h

k

hk ghkg-1

-1

h

k

ghg

gkg

-1

ghkg-1α

α

α

(1) (2)

g

g

g

This property is described in the next diagrams.

(1)

PhM ε1×ε0PkM

1

xxqqqqqqqqqqqqqqqqqq

∗

$$HHHHHHHHHHHHHHH

PhM ε1×ε0PkM

j

xxrrrrrrrrrrrrrrrrrr

∗

&&MMMMMMMMMMMMMMMMMM
PhkM

1

{{vvvvvvvvvvvvvvvv

αg

!!CCCCCCCCCCCCCC

PhM × PkM PhkM Pghkg−1M

(2)

PhM ε1×ε0PkM

j

wwppppppppppppppppppp

αg×αg

((QQQQQQQQQQQQQQQQQQQQQQ

PhM × PkM

1

yysssssssssssssssss

αg×αg

''NNNNNNNNNNNNNNNNNNN
Pghg−1M ε1×ε0Pgkg−1M

j

vvmmmmmmmmmmmmmmmmmmmmmm

∗

&&NNNNNNNNNNNNNNNNNN

PhM × PkM Pghg−1M × Pgkg−1M Pghkg−1M

In the first case is clearly that F1 = 0 because the normal bundle is zero. Now
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we study the second case. This is

(αg × αg)∗ε∗∞(TM) //_____ PhM ε1×ε0PkM

αg×αg

��
Pghg−1M ε1×ε0Pgkg−1M

j //

ε∞

��

Pghg−1M × Pgkg−1M

ε1×ε0

��
TM //____________ M

∆
//M ×M

and

ε∗∞(TM) //___ PhM ε1×ε0PkM

ε∞

��

j // PhM × PkM

ε1×ε0

��
TM //_______ M

∆
//M ×M

Note that ε∗∞(TM) = (αg × αg)∗ε∗∞(TM), then F2 = 0.

5. Abrams condition

=

(1) (2)

g

hk
h

k

g

hk
ghk

gh gh

k

This property is modeled by the next diagrams
(1)

PgM ε1×ε0PhM ε1×ε0PkM

j×1

wwooooooooooooooooooooooooooo

1×j

''OOOOOOOOOOOOOOOOOOOOOOOOOOO

PgM × PhM ε1×ε0PkM

1×∗

yyrrrrrrrrrrrrrrrrrrrrrr

1×j

''OOOOOOOOOOOOOOOOOOOOOOOOOOO
PgM ε1×ε0PhM × PkM

j×1

wwooooooooooooooooooooooooooo

∗×1

%%LLLLLLLLLLLLLLLLLLLLLL

PgM × PhkM PgM × PhM × PkM PghM × PkM
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(2)

PgM ε1×ε0PhM ε1×ε0PkM

1×∗

xxqqqqqqqqqqqqqqqqqqqqqqqq

∗×1

&&MMMMMMMMMMMMMMMMMMMMMMMM

PgM ε1×ε0PhkM

j

zzvvvvvvvvvvvvvvvvvvvv

∗

&&MMMMMMMMMMMMMMMMMMMMMMMM
PghM ε1×ε0PkM

∗

xxqqqqqqqqqqqqqqqqqqqqqqqq

j

$$HHHHHHHHHHHHHHHHHHHH

PgM × PhkM PghkM PghM × PkM

The first case involves the following

((ε∞ × ε0) ◦ (1× j))∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

1×j

��
PgM ε1×ε0PhM × PkM

j×1 //

ε∞×ε0

��

PgM × PhM × PkM

ε1×ε0×ε0

��
TM //_____________ M ×M

∆×1
//M ×M ×M

and

(ε∞ × ε0)∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

ε∞×ε0

��

PgM × PhM × PkM

ε1×ε0×ε0

��
TM //__________ M ×M

∆×1
//M ×M ×M

It is clear that (ε∞ × ε0)∗(TM) = ((ε∞ × ε0) ◦ (1× j))∗(TM), then F1 = 0.

In the second case we have

(ε∞ ◦ (∗ × 1))∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

∗×1

��
PghM ε1×ε0PkM

∗ //

ε∞

��

PghkM

ε 1
2
×ε0gh

��
TM //_____________ M

∆
//M ×M
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and

(ε1 × ε∞)∗(TM) //___ PgM ε1×ε0PhM ε1×ε0PkM

ε1×ε∞

��

1×∗ // PgM ε1×ε0PhkM

ε1×ε 1
2
×ε0h

��
TM //__________ M ×M

1×∆
//M ×M ×M

Finally (ε1 × ε∞)∗(TM) = (ε∞ ◦ (∗ × 1)∗(TM), and then F2 = 0.

6. Unit axiom

=

(1) (2)

Remember that the unit map is defined from the next diagram

M
r

~~}}}}}}}}
ic

""EEEEEEEE

pt PeM

where r : M → pt is the constant map, PeM = {α : I →M : α(1) = α(0)} =
LM, and ic : M ↪→ LM in the natural inclusion. Then u : H∗(pt)→ H∗(LM) =
H∗(PeM) is the next composition map

H∗(pt)
r!−→ H∗(M)

ic∗−→ LM .

The diagrams that represent the unit axiom are

(2)

PgM

1

||zzzzzzzzz
1

""DDDDDDDDD

PgM

1

||zzzzzzzzz
1

""DDDDDDDDD
PgM

1

||zzzzzzzzz
1

""DDDDDDDDD

PgM PgM PgM
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It is clear that F2 = 0.
(1)

PgM

1×ε1

zzuuuuuuuuuuuuuuuu

1×ic◦ε1

%%LLLLLLLLLLLLLLLLL

ψ

��

ϕ

		

PgM ×M

1×r

{{wwwwwwwwwwwwwww

1×ic

$$IIIIIIIIIIIIIIII
PgM ε1×ε0PeM

j

yyrrrrrrrrrrrrrrrrr

∗

##GGGGGGGGGGGGGGG

PgM × pt PgM × PeM PgM

First, we note that the map ψ is homotopic to the identity Id : PgM → PgM ,
this is because

ψ : α 7→ (α, ic(α(1))) 7→ α ∗ ic(α(1)) ' α.

Clearly the map ϕ is the identity map.
Now, we determine the class of the square.

ε∗1(TM) //___ PgM

ε1

��

1×ε1// PgM ×M
ε1×1

��
TM //____ M

∆
//M ×M

(1× ε1)∗ε∗∞(TM) //_____ PgM

1×ε1
��

PgM ε1×ε0PeM
ε∞

��

j // PgM × PeM

ε1×ε0
��

TM //_________ M
∆

//M ×M

In this case we note that ε∞ ◦ (1 × ε1) = ε1, this implies ε∗1(TM) = (1 ×
ε1)∗ε∗∞(TM), and then F1 = 0.
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7. Torus axiom

-1

hghg

-1

-1

α

α

(ii)

g

(i)

h

g

g

hgh
-1

-1

hghg

-1

-1-1

h

h ghg-1

=

The co-pairing map Θg : k → H∗(PgM) ⊗ H∗(Pg−1M) is defined as the com-
position of the unit and the coproduct as follows,

k u−→ H∗(PeM)
∆g,g−1

−→ H∗(PgM)⊗ H∗(Pg−1M).

Now, we describe this map.

M g

ig

wwooooooooooooo
fg

((PPPPPPPPPPPPP

M
r

xxrrrrrrrrrrrrr
ic

&&NNNNNNNNNNNNN PgM ε1×ε0Pg−1M

∗

wwoooooooooooo
j

))SSSSSSSSSSSSSS

pt PeM PgM × Pg−1M

where the map ig : M g →M is the inclusion, and fg : M g → PgM ε1×ε0Pg−1M
is given by x 7→ (αx, αx) with αx the constant loop. The Quillen’s class of this
square is described as follows:

νig //M g � � ig //M

and
f ∗g ε
∗
0(ν(1×αg)) //M g

fg
��

PgM ε1×ε0Pg−1M

ε0

��

∗ // PeM

ε0×ε 1
2

��
ν(1×αg) //M

1×αg
//M ×M
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Note that ε0 ◦ fg(x) = x, this implies that ε0 ◦ fg = ig and f ∗g ε
∗
0(ν(1×αg)) =

i∗g(ν(1×αg)) Therefore Fg is given by the next exact sequence

0 −→ νig −→ i∗g(ν(1×αg)) −→ Fg −→ 0.

In the next step we determine the diagram associated to the first figure.
(1)

M g,h

igg,h

zzuuuuuuuuuuuuuuuu

jg,h

''OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

i

��

r

��

M g

ig

��������������

fg

$$IIIIIIIIIIIIIIII

M

r

		�����������������������

ic

��,
,,,,,,,,,,,,,,,,,,,,,, PgM ε1×ε0Pg−1M

∗

����������������������������
j

&&MMMMMMMMMMMMMMMMMM
Phgh−1M ε1×ε0Pg−1M

j

��

∗

��=============================

PgM × Pg−1M

αh×1

''OOOOOOOOOOOOOOOOOOO

pt PeM Phgh−1M × Pg−1M Phgh−1g−1M

The class F1 is given by

νigg,h //M g,h � �
igg,h //M g

and

j∗g,hε
∗
∞(TM) //M g,h

jg,h
��

Phgh−1M ε1×ε0Pg−1M

ε∞

��

j // Phgh−1M × Pg−1M

ε1×ε0
��

TM //M
∆

//M ×M

Note that ε∞ ◦ jg,h(x) = ε∞(αh(αx), αx) = x, then ε∞ ◦ jg,h = ig,h and we have
the next exact sequence

0 −→ νigg,h −→ i∗g,h(TM) −→ F1 −→ 0.

The second diagram is the following
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(2)

M g,h

ihg,h

zzuuuuuuuuuuuuuuuu

jg,h

''OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

i

��

r

��

Mh

ih

��������������

fh

$$IIIIIIIIIIIIIIII

M

r

		�����������������������

ic

��,
,,,,,,,,,,,,,,,,,,,,,, PhM ε1×ε0Ph−1M

∗

����������������������������
j

&&NNNNNNNNNNNNNNNNNNN
PhM ε1×ε0Pgh−1g−1M

j

��

∗

��============================

PhM × Ph−1M

1×αg

''OOOOOOOOOOOOOOOOOOOO

pt PeM PhM × Pgh−1g−1M Phgh−1g−1M

The class F2 is associate to the next map

νihg,h //M g,h � �
ihg,h //Mh

in this case we have

j∗g,hε
∗
∞(TM) //M g,h

jg,h
��

PhM ε1×ε0Pgh−1g−1M

ε∞

��

j // PhM × Pgh−1g−1M

ε1×ε0
��

TM //M
∆

//M ×M

As before there is the identity j∗g,hε
∗
∞(TM) = i∗g,h(TM). Then

0 −→ νihg,h −→ i∗g,h(TM) −→ F2 −→ 0.

Applying the Quillen’s we conclude

~∗j!((αh × 1)j)∗~!ic∗r!(1) = i∗(r!(1) ∩ (e(ig∗g,h(Fg)) ∪ e(F1)))

and
~∗j!((1× αg)j)∗~!ic∗r!(1) = i∗(r!(1) ∩ (e(ih∗g,h(Fh)) ∪ e(F2)))

To prove the axiom we need to check that

e(ig∗g,h(Fg)) ∪ e(F1) = e(ih∗g,h(Fh)) ∪ e(F2),
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or equivalently
ig∗g,h(Fg)⊕ F1

∼= ih∗g,h(Fh)⊕ F2.

The bundles are the following:

E1 = ig∗g,h(Fg)⊕ F1 =
i∗g,h(TM)

ig∗g,h(νig )
⊕ i∗g,h(TM)

ν
i
g
g,h

E2 = ih∗g,h(Fh)⊕ F2 =
i∗g,h(TM)

ih∗g,h(νih )
⊕ i∗g,h(TM)

ν
ih
g,h

The information is represented in the next diagrams

i∗g,h(TM)

&&

ig∗g,h(νig)

��

νig

��

TM

��
νigg,h //M g,h � �

igg,h

//M g � �

ig
//M

and
i∗g,h(TM)

&&

ih∗g,h(νih)

��

νih

��

TM

��
νihg,h //M g,h � �

ihg,h

//Mh � �

ih
//M

Using that all the maps are inclusions we have that i∗g,h(TM) = TM |Mg,h and
ig∗g,h(νig) = νig |Mg,h . In other hand, we observe that

TM |Mg,h = TM g,h ⊕ νigg,h ⊕ νig |Mg,h ,

and
TM |Mg,h = TM g,h ⊕ νihg,h ⊕ νih|Mg,h .

Then
νigg,h ⊕ νig |Mg,h

∼= νihg,h ⊕ νih |Mg,h

and in particular E1
∼= E2. This proves that e(E1) = e(E2) and the torus

axiom is satisfied.

¨



Chapter 6

G-OC-TFT

In this chapter we will consider that a group G acts on a OC-TFT and this theory
is called G-equivariant open-closed theory, for this we enlarge the category SG in
the sence that the objects are oriented 1-manifolds with boundary, with labelled
ends, equipped with principal G-bundles. The morphisms are the same cobordisms
as in the non-equivariant case, but they are equipped with G-bundles.
Up to isomorphism there is only one G-bundle on the interval: it is trivial, and it
admits G as an automorphism group. So an equivariant theory gives us for each pair
a, b of labels a vector space Oab with a G-action. The action of g ∈ G on Oab can be
regarded as coming from the square cobordism with the bundle whose holonomy is g
along each of its constrained edges. There is also a composition law Oab×Obc → Oac

ϕ ρ )(gϕg

Figure 6.1: The gray line is a constrained boundary. If there is

holonomy g along the red path P then this morphism gives the G-action
on Oab.

which is G-equivariant. These maps are illustrated in Figure 6.1 and Figure 6.2.

ϕ
ϕϕ

ϕ

1 2

1

2

e
e
e

Figure 6.2: The definition of the product in Oab. The holonomy on all

gray path is e, the identity in G.

123
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In the open-closed case the analogous conditions are the following. We focuss first
on a single label a, then the space Oaa is not necessarily a commutative Frobenius
algebra together with a G-action ρ : G→ Aut(O):

ρg(ϕ1ϕ2) = (ρgϕ1)(ρgϕ2)

this action preserves the trace in the sense ΘO(ρgϕ) = ΘO(ϕ), see Figure 6.3. There

g

ϕ ϕ

ϕ

1 2

1

2

g

g

( ) ϕ
1

ρ ρ ϕ2gg ( ( (( ) )) )g =ρ

=

ϕ
1

ϕ
2

g

=

ϕ)ρg(( ) = ϕθ θΟ Ο( )

e
e
e

ϕ

e
e
e

ϕϕ

Figure 6.3: Showing that G acts on O as a group of automorphisms.

are also G-twisted open-closed transition maps

ιg,a = ιg : Cg → Oaa = O,

ιg,a = ιg : Oaa = O → Cg,

which are G-equivariant, i.e. the next diagrams commute

Cg1

αg2 //

ιg1

��

Cg2g1g
−1
2

ι
g2g1g

−1
2

��
O ρg2

// O

Cg−1
2 g1g2

αg2 // Cg1

O

ιg
−1
2 g1g2

OO

ρg2
// O

ιg1

OO

These maps are illustrated in figure 6.4. The equivariant property is decried in figure
6.5.

Recall that we study in chapter 4 the definition of a G-Frobenius algebra where
C = ⊕g∈GCg. The map ι : C → O obtained by putting all the maps ιg together,
ι = ⊕g∈Gιg, is a ring homomorphisms (see figure 6.6), i.e.

ιg1(Φ1)ιg2(Φ2) = ιg2g1(Φ2Φ1),
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ιg

)(
g

φ( )

ψ ιgψ

φ

g

Figure 6.4: The open-closed transitions maps ιg and ι
g.

g1
ρg2 =

g1

αg2

g2g1g21−

g1
ρg2 =

g1

αg2

g2g1g2
1−

Figure 6.5: Equivariant property of the transition maps.

with Φ1 ∈ Cg1 and Φ2 ∈ Cg2 . Moreover ιe(1C ) = 1O . The G-twisted centrality
condition is

ιg(Φ)(Ψ) = (ρg−1Ψ)ιg(Φ),

with Φ ∈ Cg y Ψ ∈ O. The G-twisted adjoint condition is

=

g

g

g

g

g
1

2

g

2

2

1g

g1

1

2

Figure 6.6: ι is a ring homomorphism.

ΘO(Ψιg−1(Φ)) = ΘC (ιg(Ψ)Φ),

where Φ ∈ Cg−1 . Finally, theG-twisted Cardy conditions for the spaces of morphisms
Oab between the labels a and b. For each g ∈ G we must have

πag,b = ιg,bι
g,a.
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Hence πag,b is defined by

πag,b(Ψ) =
∑
µ

ψµΨ(ρgψµ)

where ψµ is a basis of Oab and ψµ is the dual basis of Oba. See Figures 6.7 to 6.9.

=

gg

ρg−1

Figure 6.7: The G-twisted centrality axiom.

g-1 =

g

Figure 6.8: The G-twisted adjoint relation.

e

g

πg ι ι

g

g g

=

Figure 6.9: The G-twisted Cardy condition.

Theorem 6.0.6. The G-invariant part of a G-OC-TFT is an OC-TFT.

Proof. We apply the Proposition 6.0.6 to prove that C G is a commutative Frobenius
algebra.

Let be OG
ab the G-invariant part of Oab, i.e.

OG
ab = {ψ ∈ Oab : ρg(ψ) = ψ ∀g ∈ G}
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where ρ : G→ Aut(Oab) is the action.
The next step are to define the structural maps and to check the properties associated
to an OC-TFT.

1. We define the product by

ηb,Gac : OG
ab ⊗ OG

bc → OG
ac

which is the restriction of the product ηbac : Oab ⊗Obc → Oac. We note that, if
ψ ∈ OG

ab and ϕ ∈ OG
bc then ηbac(ψ ⊗ ϕ) ∈ OG

ac. This is because

ρg(η
b
ac(ψ ⊗ ϕ)) = ηbac((ρg(ψ))⊗ (ρg(ϕ))) = ηbac(ψ ⊗ ϕ),

with g ∈ G.

2. Note that ua(1) ∈ OG
aa, since ρg(ua(1)) = ua(1) for all g ∈ G, so we define

uGa = ua : C→ OG
aa.

3. The trace ΘG
a : OG

aa → C is the restriction ΘG
a = Θa|OGaa of the trace Θa :

Oaa → C.

4. The connection map ιGa : C G → OG
aa is the restriction of the map ιa : C → Oaa

to C G. We need to prove that ιGa (φ) ∈ OG
aa for all φ ∈ C G.

We know that ρh(ιg,a(φ)) = ιhgh−1(αh(φ)), where φ ∈ Cg. If φ =
∑

g∈G φg,
with φg ∈ Cg then ιa(φ) =

∑
g∈G ιg,a(φg). Finally we have

ρh(ιa(φ)) =
∑
g∈G

ρh(ιg,a(φg)) =
∑
g∈G

ιhgh−1(αh(φg))

=
∑
g∈G

ιhgh−1(φhgh−1) =
∑
k∈G

ιk(φk)

= ιa(φ).

5. The map ιGa is central, i.e. ιGa (φ)ψ = ψιGa (φ) for φ ∈ C G and ψ ∈ OG
aa. Let

φ =
∑

g∈G φg ∈ C G, since ιg,a(φg)(ρg(ψ)) = ψιg,a(φg) for φg ∈ Cg and ψ ∈ Oaa

the next identity holds

ιGa (φ)ψ =

(∑
g∈G

ιg,a(φg)

)
ψ =

∑
g∈G

(ιg,a(φg)ρg(ψ))

=
∑
g∈G

ψιg,a(φg) = ψ
∑
g∈G

ιg,a(φg)

= ψιa(φ).
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6. The connection map is ιa,G : OG
aa → C G is the restriction of the map ιa :

Oaa → C to OG
aa. We know that ιg,a ◦ ρh = αh ◦ ιh

−1gh, and let ψ ∈ OG
aa then

ιa,G(ψ) = ιa,G(ρh(ψ)) =
∑
g∈G

ιg,a(ρh(ψ)) =
∑
g∈G

αh(ι
h−1gh,a(ψ))

= αh

(∑
g∈G

ιh
−1gh,a(ψ)

)
= αh

(∑
k∈G

ιk,a(ψ)

)
= αh(ι

a(ψ)).

7. Similarly, we have the adjoint property ΘCG(ιa,G(ψ)φ) = ΘG
a (ψιGa (φ)). To

prove the statement remember that Θa(ψιg−1(φ)) = ΘC (ιg,a(ψ)φ). Then

ΘCG(ιa,G(ψ)φ) = ΘCG

(∑
g,h∈G

ιg,a(ψ)φh

)
=
∑
g,h∈G

ΘCG(ιg,a(ψ)φh)

=
∑
g,h∈G

Θa(ψιa,g−1(φh)) = Θa

(∑
g,h∈G

ψιa,g−1(φh)

)

= Θa

(
ψ
∑
g∈G

ιa,g−1(φ)

)
= ΘG

a (ψιGa (φ)).

8. We need to define the coproduct ∆c,G
ab : OG

ab → OG
ac ⊗ OG

cb. Note that it is
enough to give the map ΘG : C→ OG

ac⊗OG
ca which is associated to figure 6.10.

Now we consider the basis {ψµ} of Oac and {ψµ} the dual basis in Oca. In

θ:=

a

c

a

c

Figure 6.10: Copairing Θ.

this case we define Θ : C→ Oac⊗Oca by Θ(1) =
∑

µ∈I ψµ⊗ψµ. Now we take

ξµ := 1
|G|
∑

g∈G ρg(ψµ) ∈ OG
ac and ξµ := 1

|G|
∑

g∈G ρg(ψ
µ) ∈ OG

ca and we define

ΘG(1) =
∑
µ∈I

ξµ ⊗ ξµ ∈ OG
ac ⊗ OG

ca.
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Finally we need to prove that ∆c,G
ab (ψ) :=

∑
µ∈I ψξµ⊗ ξµ =

∑
µ∈I ξµ⊗ ξµψ. We

know that
∑

µ∈I ψψµ ⊗ ψµ =
∑

µ∈I ψµ ⊗ ψµψ. Then∑
µ∈I

ψξµ ⊗ ξµ =
∑
µ∈I

∑
g,h∈G

ψρg(ψµ)⊗ ρh(ψµ) =
∑
µ∈I

∑
g,h∈G

ρg(ψ)ρg(ψµ)⊗ ρh(ψµ)

=
∑
µ∈I

∑
g,h∈G

ρg(ψψµ)⊗ ρh(ψµ) =
∑
g,h∈G

(ρg ⊗ ρh)

(∑
µ∈I

ψψµ ⊗ ψµ
)

=
∑
g,h∈G

(ρg ⊗ ρh)

(∑
µ∈I

ψµ ⊗ ψµψ

)
=
∑
µ∈I

ξµ ⊗ ξµψ.

9. The Cardy condition, i.e. the map πa,Gb := ηa,Gbb ◦τ ◦∆b,G
aa : OG

aa → OG
bb coincides

with the map ιGb ◦ ιa,G.
We know that πag,b(ψ) =

∑
µ∈I ψ

µψ(ρgψµ) = ιg,b ◦ ιg,a, for all g ∈ G. We use

that ∆b,G
aa (ψ) =

∑
µ∈I ξµ ⊗ ξµψ then

πa,Gb (ψ) =
∑
µ∈I

ξµψξµ =
∑
g,h∈G

∑
µ∈I

ρg(ψ
µ)ψρh(ψµ) =

∑
g∈G

∑
µ∈I

(
ρg(ψ

µ)ρg(ψ)
∑
k∈G

ρgk(ψµ)

)

=
∑
g∈G

ρg

(∑
µ∈I

∑
k∈G

(ψµψρk(ψµ))

)
=
∑
g,k∈G

ρg

(∑
µ∈I

ψµψρg(ψµ)

)
=
∑
g,k∈G

ρg(ιk,b ◦ ιk,a(ψ)) =
∑
g,k∈G

ιghg−1(αg(ι
k,a(ψ)))

=
∑
g,k∈G

ιgkg−1,b ◦ ιgkg
−1,a(ρg(ψ)) =

∑
g,k∈G

ιgkg−1,b ◦ ιgkg
−1,a(ψ)

= ιGb ◦ ιa,G(ψ).

¨

In the next section we give the notion of a G-open-closed Topological Field
Theory with positive boundary.

6.1 G-OC-TFT with positive boundary

As before we define the notion of a G-open-closed theory with positive boundary
as a G-open-closed theory but with the restriction that the morphisms have at least
one outgoing boundary.
The algebraic characterization is the following.
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1. A nearly G-Frobenius algebra associated to the circle.

2. For each pair a, b of labels a vector space Oab with a G-action

ρ : G→ Aut(Oab)

such that
ρg(η

c
ab(ϕ1 ⊗ ϕ2)) = ηcab(ρg(ϕ1)⊗ ρg(ϕ2)),

∆c
ab(ρg(ϕ)) = (ρg ⊗ ρg)∆c

ab(ϕ),

for ϕ1 ∈ Oac, ϕ2 ∈ Ocb, ϕ ∈ Oab and g ∈ G. This conditions are represented
in the figures 6.11 and 6.12.

ϕ

ϕ

ϕ

ϕ
=g

g

g

a

b

c

a

a a

b

b b

c

c c

1

2

1

2

Figure 6.11: The product is a G-morphism with the diagonal action.

ϕ ϕ=g

g

g

a

b

ca

a a

b

b b

c

c

c

Figure 6.12: The coproduct is a G-morphism with the diagonal action.

3. For every label a the vector space Oaa is non necessarily a commutative nearly
Frobenius algebra.

4. There are also G-twisted open-closed transition maps

ιg,a : Cg → Oaa,

ιg,a : Oaa → Cg,

which are equivariant.
The map ι : C → O is obtained by putting the ιg together, i.e. ι = ⊕g∈Gιg is
a ring homomorphisms, then

ιg1(Φ1)ιg2(Φ2) = ιg2g1(Φ2Φ1),
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with Φ1 ∈ Cg1 and Φ2 ∈ Cg2 . Moreover ιe(1C ) = 1Oaa . TheG-twisted centrality
condition is

ιg(Φ)(ρgΨ) = Ψιg(Φ),

where Φ ∈ Cg y Ψ ∈ Oaa.

5. The G-twisted Cardy conditions. For each g ∈ G we must have

πag,b = ιg,bι
g,a.

Hence πag,b is defined by

πag,b := ηabb ◦ τ ◦ (1⊗ ρg) ◦∆b
aa : Oaa → Obb

where τ : Oab ⊗ Oba → Oba ⊗ Oab is the transposition map, see Figure 6.13.

g

ba

a

ba

b

b b

b

a a

a

a

a

b

b

=
a

a

b

b

g

Figure 6.13: G-twisted Cardy condition.

Theorem 6.1.1. The G-invariant part of a G-OC TFT with positive boundary is
an OC-TFT with positive boundary.

6.2 Examples

6.2.1 Open-closed Virtual Cohomology

As in the model for the loop orbifold we saw that the virtual cohomology has the
structure of a G-topological field theory with positive boundary. Now we extend
this to an open-closed theory, the open part is the following: Let be B = {X ⊂
M G-invariante} such that, if X, Y ∈ B then TX|(X∩Y )g

∼= TY |(X∩Y )g for all g ∈ G.
We define HomB(X, Y ) = H∗(X ∩ Y ), for X, Y ∈ B.

Now we consider the diagram

X ∩ Y ∩ Z
iYXZ

##GGGGGGGGGGGGGGG

(iZXY ×i
X
Y Z)◦∆

wwppppppppppppppppppp

(X ∩ Y )× (Y ∩ Z) X ∩ Z
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where iZXY : X ∩ Y ∩ Z ↪→ X ∩ Y is the inclusion map.
We define the product ηYXZ : H∗(X ∩ Y )⊗ H∗(Y ∩ Z)→ H∗(X ∩ Z) by

ηYXZ(α⊗ β) = iYXZ !
(
EXY Z((iZXY × iXY Z) ◦∆)∗(α⊗ β)

)
with

EXY Z = e

(
TY |X∩Y ∩Z

T (X ∩ Y )|X∩Y ∩Z + T (Y ∩ Z)|X∩Y ∩Z

)
.

In a similar way, we define the coproduct ∆Y
XZ : H∗(X ∩ Z) → H∗(X ∩ Y ) ⊗

H∗(Y ∩ Z) by

∆Y
XZ(γ) := ((iZXY × iXY Z) ◦∆)!

(
E(X, Y, Z)iY ∗XZ(γ)

)
where

E(X, Y, Z) = e

(
TM |X∩Y ∩Z

T (X ∩ Z)|X∩Y ∩Z
⊕ T (X ∩ Y ∩ Z)

)
.

The next step consists in defining the connection maps. For this we consider the
next diagram

Xg

ig

""EEEEEEEE
jg

}}{{{{{{{{

X M g

Then we define ιg,X : H∗(M g)→ H∗(X) as follows

ιg,X(α) := jg!
(
e(Eg)i

∗
g(α)

)
where Eg = TM |Xg

TX|Xg+TMg |Xg
. In the same way, the map ιg,X : H∗(X) → H∗(M g) is

defined by
ιg,X(β) := ig!

(
e(Fg)j

∗
g (β)

)
with Fg = TX|Xg + TXg.

Theorem 6.2.1. The virtual cohomology together with the category B as the D-
branes is a G-OC-TFT with positive boundary.

Proof. We already know that the virtual cohomology is a G-TFT with positive
boundary, then it remaind to prove the open axioms.

1. Associativity

Y

W

X

X

X

X

X

YY Y

YZ

Z Z

Z

Z
W

W

W

W

(ii)(i)
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The diagrams are
(i)

X ∩ Y ∩ Z ∩W
iZWXY ×i

X
Y ZW

sshhhhhhhhhhhhhhhhhh
iZXYW

))SSSSSSSSSSSSSSSS

(X ∩ Y )× (Y ∩ Z ∩W )
1×(iWYZ×i

Y
ZW )◦∆

ssggggggggggggggggggggg

1×iZYW **VVVVVVVVVVVVVVVVV X ∩ Y ∩W

(iWXY ×i
X
YW )◦∆uukkkkkkkkkkkkkkk

iYXW

&&NNNNNNNNNNNN

(X ∩ Y )× (Y ∩ Z)× (Z ∩W ) (X ∩ Y )× (Y ∩W ) X ∩W

We conclude the following

F1 =
T (X ∩ Y )× (Y ∩W )|X∩Y ∩Z∩W

T (X ∩ Y )× (Y ∩ Z ∩W )|X∩Y ∩Z∩W + T (X ∩ Y ∩W )|X∩Y ∩Z∩W
,

EXYW =
TY |X∩Y ∩W

T (X ∩ Y )|X∩Y ∩W + T (Y ∩W )|X∩Y ∩W
,

and

EY ZW =
TZ|Y ∩Z∩W

T (Y ∩ Z)|Y ∩Z∩W + T (Z ∩W )|Y ∩Z∩W

In K-theory the calculations are

〈X, Y 〉+ 〈Y,W 〉+ 〈X, Y, Z,W 〉 − 〈X, Y 〉 − 〈Y, Z,W 〉 − 〈X, Y,W 〉
+ 〈Y 〉+ 〈X, Y,W 〉 − 〈X, Y 〉 − 〈Y,W 〉
+ 〈Z〉+ 〈Y, Z,W 〉 − 〈Y, Z〉 − 〈Z,W 〉

=〈X, Y, Z,W 〉+ 〈Y 〉+ 〈Z〉 − 〈X, Y 〉 − 〈Y, Z〉 − 〈Z,W 〉

(ii)

X ∩ Y ∩ Z ∩W
iWXYZ×i

XY
ZW

tthhhhhhhhhhhhhhhhhh
iYXZW

))SSSSSSSSSSSSSSSS

(X ∩ Y ∩ Z)× (Z ∩W )
(iZXY ×i

X
Y Z)◦∆×1

ssggggggggggggggggggggg

iYXZ×1 **VVVVVVVVVVVVVVVVV X ∩ Z ∩W

(iWXZ×i
X
ZW )◦∆uukkkkkkkkkkkkkkk

iZXW

&&NNNNNNNNNNNN

(X ∩ Y )× (Y ∩ Z)× (Z ∩W ) (X ∩ Z)× (Z ∩W ) X ∩W

Hence the identity

F2 =
T (X ∩ Z)× (Z ∩W )|X∩Y ∩Z∩W

T (X ∩ Y ∩ Z)× (Z ∩W )|X∩Y ∩Z∩W + T (X ∩ Z ∩W )|X∩Y ∩Z∩W
,

EXY Z =
TY |X∩Y ∩Z

T (X ∩ Y )|X∩Y ∩Z + T (Y ∩ Z)|X∩Y ∩Z
,
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and

EXZW =
TZ|X∩Z∩W

T (X ∩ Z)|X∩Z∩W + T (Z ∩W )|X∩Z∩W
Then

〈X,Z〉+ 〈Z,W 〉+ 〈X, Y, Z,W 〉 − 〈X, Y, Z〉 − 〈Z,W 〉 − 〈X,Z,W 〉
+ 〈Y 〉+ 〈X, Y, Z〉 − 〈X, Y 〉 − 〈Y, Z〉
+ 〈Z〉+ 〈X,Z,W 〉 − 〈X,Z〉 − 〈Z,W 〉

=〈X, Y, Z,W 〉+ 〈Y 〉+ 〈Z〉 − 〈X, Y 〉 − 〈Y, Z〉 − 〈Z,W 〉

2. Coassociativity

YW

X

X

X

X

X

Y

Y Y

Y
Z

Z Z

Z Z

W

W

W W

(ii)(i)

(i)

X ∩ Y ∩ Z ∩W
(iYXZW×i

XW
YZ )◦∆

**VVVVVVVVVVVVVVVVVV
iWXZY

uukkkkkkkkkkkkkkk

X ∩ Y ∩ Z

(iYXZ×i
X
ZY )◦∆ ))RRRRRRRRRRRRRRR

iZXY

wwpppppppppppp
(X ∩ Z ∩W )× (Z ∩ Y )

iWXZ×1ttiiiiiiiiiiiiiiiii
(iZXW×i

X
ZW )◦∆×1

++WWWWWWWWWWWWWWWWWWWW

(X ∩ Y ) (X ∩ Z)× (Z ∩ Y ) (X ∩W )× (W ∩ Z)× Z ∩ Y

In this case

F1 =
T (X ∩ Z)× (Z ∩ Y )|X∩Y ∩Z∩W

T (X ∩ Y ∩ Z)|X∩Y ∩Z∩W + T (X ∩ Z ∩W )× (Z ∩ Y )|X∩Y ∩Z∩W
,

E(X,Z, Y ) =
TM |X∩Y ∩Z

T (X ∩ Y )|X∩Y ∩Z
⊕ T (X ∩ Y ∩ Z),

and

E(X,W,Z) =
TM |X∩Z∩W

T (X ∩ Z)|X∩Z∩W
⊕ T (X ∩ Z ∩W )

Then in K-theory

〈X,Z〉+ 〈Z, Y 〉+ 〈X, Y, Z,W 〉 − 〈X, Y, Z〉 − 〈Z, Y 〉 − 〈X,Z,W 〉
+ 〈M〉 − 〈X, Y 〉+ 〈X, Y, Z〉
+ 〈M〉 − 〈X,Z〉+ 〈X,Z,W 〉

=〈M〉+ 〈M〉 − 〈X, Y 〉
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(ii)

X ∩ Y ∩ Z ∩W
(iY ZXW×i

X
Y ZW )◦∆

++VVVVVVVVVVVVVVVVVVV
iZXYW

uujjjjjjjjjjjjjjjj

X ∩ Y ∩W

(iYXW×i
X
WY )◦∆ ))SSSSSSSSSSSSSSS

iWXY

wwpppppppppppp
(X ∩W )× (Y ∩ Z ∩W )

1×iZWYtthhhhhhhhhhhhhhhhhh
1×(iYWZ×i

W
ZY )◦∆

++WWWWWWWWWWWWWWWWWWWW

(X ∩ Y ) (X ∩W )× (W ∩ Y ) (X ∩W )× (W ∩ Z)× Z ∩ Y

We conclude

F2 =
T (X ∩W )× (W ∩ Y )|X∩Y ∩Z∩W

T (X ∩ Y ∩W )|X∩Y ∩Z∩W + T (X ∩W )× (Y ∩ Z ∩W )|X∩Y ∩Z∩W
,

E(X,W, Y ) =
TM |X∩Y ∩W

T (X ∩ Y )|X∩Y ∩W
⊕ T (X ∩ Y ∩W ),

and

E(W,Z, Y ) =
TM |Y ∩Z∩W

T (W ∩ Y )|Y ∩Z∩W
⊕ T (Y ∩ Z ∩W )

In K-theory

〈X,W 〉+ 〈W,Y 〉+ 〈X, Y, Z,W 〉 − 〈X, Y,W 〉 − 〈X,W 〉 − 〈Y, Z,W 〉
+ 〈M〉 − 〈X, Y 〉+ 〈X, Y,W 〉
+ 〈M〉 − 〈Y,W 〉+ 〈Y, Z,W 〉

=〈M〉+ 〈M〉 − 〈X, Y 〉

3. Abrams condition

Y

W

X
X

X X
X

Y

Y
Y

Y

Z

Z

Z

Z
Z

W

WW

W

(ii)(i)

= =

(iii)

X

X

Y

Y

Y

Z

Z

W

W

W

(i)

X ∩ Y ∩ Z ∩W
(iZXYW×i

XW
YZ )◦∆

ssffffffffffffffffffffff
(iY ZXW×i

X
Y ZW )◦∆

++XXXXXXXXXXXXXXXXXXXXXX

(X ∩ Y ∩W )× (Y ∩ Z)

(iYXW×i
X
WY )◦∆×1 ++WWWWWWWWWWWWWWWWWWWWW

iWXY ×1

ttiiiiiiiiiiiiiiiii
(X ∩W )× (Y ∩ Z ∩W )

1×(iZWY ×i
W
YZ)◦∆ssggggggggggggggggggggg

1×iYWZ

**VVVVVVVVVVVVVVVVVV

(X ∩ Y )× (Y ∩ Z) (X ∩W )× (W ∩ Y )× (Y ∩ Z) (X ∩W )× (W ∩ Z)
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Hence

F1 =
T (X ∩W )× (W ∩ Y )× (Y ∩ Z)|X∩Y ∩Z∩W

T (X ∩ Y ∩W )× (Y ∩ Z)|X∩Y ∩Z∩W + T (X ∩W )× (Y ∩ Z ∩W )|X∩Y ∩Z∩W
,

E(X,W, Y ) =
TM |X∩Y ∩W

T (X ∩ Y )|X∩Y ∩W
⊕ T (X ∩ Y ∩W ),

and

EW,Y,Z =
TY |Y ∩Z∩W

T (W ∩ Y )|Y ∩Z∩W + T (Y ∩ Z)|Y ∩Z∩W
Then in K-theory

〈X,W 〉+ 〈W,Y 〉+ 〈Y, Z〉+ 〈X, Y, Z,W 〉 − 〈X, Y,W 〉 − 〈Y, Z〉 − 〈X,W 〉 − 〈Y, Z,W 〉
+ 〈M〉 − 〈X, Y 〉+ 〈X, Y,W 〉
+ 〈Y 〉 − 〈Y,W 〉+ 〈Y, Z,W 〉 − 〈Y, Z〉

=〈M〉+ 〈Y 〉+ 〈X, Y, Z,W 〉 − 〈Y, Z〉 − 〈X, Y 〉

(ii)

X ∩ Y ∩ Z ∩W
iWXYZ

uukkkkkkkkkkkkkk
iYXZW

))SSSSSSSSSSSSSS

X ∩ Y ∩ Z

iYXZ ))RRRRRRRRRRRRR
(iZXY ×i

X
Y Z)◦∆

uukkkkkkkkkkkkkk X ∩ Z ∩W

iWXZuulllllllllllll
(iZXW×i

X
ZW )◦∆

))TTTTTTTTTTTTTTT

(X ∩ Y )× (Y ∩ Z) (X ∩ Z) (X ∩W )× (W ∩ Z)

As a consequence

F2 =
T (X ∩ Z)|X∩Y ∩Z∩W

T (X ∩ Y ∩ Z)|X∩Y ∩Z∩W + T (X ∩ Z ∩W )|X∩Y ∩Z∩W
,

E(X,W,Z) =
TM |X∩Z∩W

T (X ∩ Z)|X∩Y ∩W
⊕ T (X ∩ Z ∩W ),

and

EX,Y,Z =
TY |Y ∩Z∩X

T (X ∩ Y )|Y ∩Z∩X + T (Y ∩ Z)|Y ∩Z∩X
In K-theory

〈X,Z〉+ 〈X, Y, Z,W 〉 − 〈X, Y, Z〉 − 〈X,Z,W 〉
+ 〈M〉 − 〈X,Z〉+ 〈X,Z,W 〉
+ 〈Y 〉 − 〈X, Y 〉+ 〈X, Y, Z〉 − 〈Y, Z〉

=〈M〉+ 〈Y 〉+ 〈X, Y, Z,W 〉 − 〈Y, Z〉 − 〈X, Y 〉
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(iii)

X ∩ Y ∩ Z ∩W
(iZWXY ×i

X
Y ZW )◦∆

ssffffffffffffffffffffff
(iZXYW×i

XY
ZW )◦∆

++XXXXXXXXXXXXXXXXXXXXXX

(X ∩ Y )× (Y ∩ Z ∩W )

1×(iZYW×i
Y
WZ)◦∆ ++WWWWWWWWWWWWWWWWWWWWW

1×iWYZ

ttiiiiiiiiiiiiiiiii
(X ∩ Y ∩W )× (Z ∩W )

(iWXY ×i
X
YW )◦∆×1ssggggggggggggggggggggg

iYXW×1

**VVVVVVVVVVVVVVVVVV

(X ∩ Y )× (Y ∩ Z) (X ∩ Y )× (Y ∩W )× (W ∩ Z) (X ∩W )× (W ∩ Z)

Hence

F3 =
T (X ∩ Y )× (W ∩ Y )× (W ∩ Z)|X∩Y ∩Z∩W

T (X ∩ Y )× (Y ∩ Z ∩W )|X∩Y ∩Z∩W + T (X ∩ Y ∩W )× (Z ∩W )|X∩Y ∩Z∩W
,

E(Y,W,Z) =
TM |Z∩Y ∩W

T (Z ∩ Y )|Z∩Y ∩W
⊕ T (Z ∩ Y ∩W ),

and

EX,Y,W =
TY |X∩Y ∩W

T (X ∩ Y )|X∩Y ∩W + T (Y ∩W )|X∩Y ∩W
In K-theory

〈X, Y 〉+ 〈W,Y 〉+ 〈W,Z〉+ 〈X, Y, Z,W 〉 − 〈Z, Y,W 〉 − 〈Y,X〉 − 〈Z,W 〉 − 〈Y,X,W 〉
+ 〈M〉 − 〈Z, Y 〉+ 〈Z, Y,W 〉
+ 〈Y 〉 − 〈Y,X〉+ 〈Y,X,W 〉 − 〈Y,W 〉

=〈M〉+ 〈Y 〉+ 〈X, Y, Z,W 〉 − 〈Y, Z〉 − 〈X, Y 〉

4. The map ιg is an equivariant map

α ρ

h g-1 X

g

hg

X

X

X
g

h

X

X

=

(i) (ii)

(i)

Xghg−1

ighg−1

yyssssssssss
id

%%KKKKKKKKKK

M ghg−1

id %%KKKKKKKKKK
αg

zzvvvvvvvvv
Xghg−1

ighg−1yyssssssssss jghg−1

##FFFFFFFFF

Mh M ghg−1 X
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F1 =
TM ghg−1 |Xghg−1

TM ghg−1|Xghg−1 + TXghg−1|Xghg−1

= 0,

and

Eghg−1 =
TM |Xghg−1

TX|Xghg−1 + TM ghg−1|Xghg−1

Then in K-theory

〈1〉M + 〈ghg−1〉X − 〈ghg−1〉M − 〈1〉X

(ii)

Xghg−1

ρg

{{vvvvvvvvv jghg−1

##FFFFFFFFF

Xh

jh ##HHHHHHHHH
ih

}}zzzzzzzz
X

ρg
{{wwwwwwwwww

id

��@@@@@@@@

Mh X X

F2 =
TX|Xghg−1

TX|Xghg−1 + TXh|Xghg−1

= 0,

and

Eh =
TM |Xh

TX|Xh + TMh|Xh

Then in K-theory
〈1〉M + 〈h〉X − 〈h〉M − 〈1〉X

We use that Xghg−1 ∼= Xh, then 〈h〉X = 〈ghg−1〉X and in the same way, we
have 〈h〉M = 〈ghg−1〉M .

5. The map ιg is an equivariant map

α ρ

hg-1

X
g

hg

X

X X

g

h

X

X
=

(i) (ii)

(i)

Xh

ρg

yyssssssssss
ih

$$HHHHHHHHH

Xg−1hg

jg−1hg

{{xxxxxxxxx

ig−1hg %%KKKKKKKKKK Mh

αgzzvvvvvvvvv
id

!!DDDDDDDD

X M g−1hg Mh
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Hence

F1 =
TM g−1hg|Xh

TMh|Xh + TXg−1hg|Xh

= 0,

this is because TM g−1hg ∼= TMh, and we conclude

Fg−1hg = TX|Xg−1hg + TXg−1hg

Then in K-theory
〈1〉X + 〈g−1hg〉X (6.1)

(ii)

Xh

jh

~~||||||||
id

!!CCCCCCCC

X
ρg

��~~~~~~~~

id   BBBBBBBB Xh

jh}}{{{{{{{{
ih

!!DDDDDDDD

X X Mh

Similarly

F2 =
TX|Xh

TX|Xh + TXh|Xh

= 0,

and
Fh = TX|Xh + TXh.

Then, in K-theory
〈1〉X + 〈h〉X (6.2)

9.1 and 6.2 are the same because Xh ∼= Xg−1hg.

6. The map ιg is a ring homomorphism

=

g g

g

g

h

X
h X

h

h
X

X

(i) (ii)

(i)

Xg,h

jg,h

xxqqqqqqqqqq
ig,h

##GGGGGGGGG

Xg ×Xh

jg×jh

wwppppppppppp

ig×ih &&MMMMMMMMMM X

∆{{xxxxxxxxx
id

��????????

M g ×Mh X ×X X
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Hence

F1 =
T (X ×X)|Xg,h

T (Xg ×Xh)|Xg,h + TX|Xg,h

,

Eg =
TM |Xg

TX|Xg + TM g|Xg

,

Eh =
TM |Xh

TX|Xh + TMh|Xh

,

and

EXXX =
TX|X

TX|X + TX|X
= 0

Then in K-theory

〈1〉X + 〈1〉X + 〈g, h〉X − 〈g〉X − 〈h〉X − 〈1〉X
+ 〈1〉M + 〈g〉X − 〈1〉X − 〈g〉M
+ 〈1〉M + 〈h〉X − 〈1〉X − 〈h〉M

=〈1〉M + 〈1〉M − 〈1〉X + 〈g, h〉X − 〈g〉M − 〈h〉M

(ii)

Xg,h

jh,g

{{wwwwwwwww kh,g

##FFFFFFFF

Mh,g

τ◦δh,g

yyrrrrrrrrrr

ih,g ##GGGGGGGGG Xhg

jhg||xxxxxxxx ihg

!!CCCCCCCC

M g ×Mh Mhg X

We conclude

F2 =
TMhg|Xg,h

TM g,h|Xg,h + TXhg|Xg,h

,

Ehg =
TM |Xhg

TX|Xhg + TMhg|Xhg

,

and

ν(g, h) =
TM |Mg,h

TM g|Mg,h + TMh|Mg,h

,

Then in K-theory

〈hg〉M + 〈g, h〉X − 〈g, h〉M − 〈hg〉X
+ 〈1〉M + 〈hg〉X − 〈1〉X − 〈hg〉M
+ 〈1〉M + 〈g, h〉M − 〈g〉M − 〈h〉M

=〈1〉M + 〈1〉M − 〈1〉X + 〈g, h〉X − 〈g〉M − 〈h〉M



6. G-OC-TFT 141

7. G-twisted centrality condition

=

gg

ρg−1

(i) (ii)

X

Y

X
X

X X

X

X

Y

Y

Y Y

Y

Y

Y

Y
YX

(i)

(X ∩ Y )g

∆

vvlllllllllllll
ig

''NNNNNNNNNNNN

Xg × (X ∩ Y )
jg×1

uulllllllllllll

ig×1 ((RRRRRRRRRRRRR X ∩ Y

∆wwpppppppppppp
id

$$JJJJJJJJJJJ

M g × (X ∩ Y ) X × (X ∩ Y ) X ∩ Y

Hence

F1 =
T (X × (X ∩ Y ))|(X∩Y )g

T (Xg × (X ∩ Y ))|(X∩Y )g + T (X ∩ Y )|(X∩Y )g
,

Eg =
TM |Xg

TX|Xg + TM g|Xg

,

and

EY XX =
TX|X∩Y

TX|X∩Y + T (X ∩ Y )|X∩Y
= 0

Then in K-theory

〈1〉X + 〈X, Y 〉+ 〈g〉X,Y − 〈g〉X − 〈X, Y 〉 − 〈X, Y 〉
+ 〈1〉M + 〈g〉X − 〈1〉X − 〈g〉M

=〈1〉M + 〈g〉X,Y − 〈X, Y 〉 − 〈g〉M

(ii)

(X ∩ Y )g

∆

vvmmmmmmmmmmmmm
ig

''NNNNNNNNNNNN

Y g × (X ∩ Y )
jg×ρg−1

vvlllllllllllll

ig×1 ((QQQQQQQQQQQQQ X ∩ Y

τ◦∆wwpppppppppppp
id

$$JJJJJJJJJJJ

M g × (X ∩ Y ) Y × (X ∩ Y ) X ∩ Y
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As a consequence

F2 =
T (Y × (X ∩ Y ))|(X∩Y )g

T (Y g × (X ∩ Y ))|(X∩Y )g + T (X ∩ Y )|(X∩Y )g
,

Eg =
TM |Y g

TY |Y g + TM g|Y g
,

and

EY Y X =
TY |X∩Y

TY |X∩Y + T (X ∩ Y )|X∩Y
= 0

Then in K-theory

〈1〉Y + 〈X, Y 〉+ 〈g〉X,Y − 〈g〉Y − 〈X, Y 〉 − 〈X, Y 〉
+ 〈1〉M + 〈g〉Y − 〈1〉Y − 〈g〉M

=〈1〉M + 〈g〉X,Y − 〈X, Y 〉 − 〈g〉M

8. Cardy condition

g

=

g

ρ

X
Y

X X

X

X

X

X

Y

Y

Y

Y

Y

Y

Y

X

X

(ii)(i)

(i)

(X ∩ Y )g

ig

vvlllllllllllll
ig

((RRRRRRRRRRRRR

X ∩ Y
iYX

{{xxxxxxxxx

∆ ((RRRRRRRRRRRRR X ∩ Y

(1×ρg)◦τ◦∆vvlllllllllllll
iYX

##FFFFFFFFF

X (X ∩ Y )× (Y ∩X) Y

Hence

F1 =
T ((X ∩ Y )× (X ∩ Y ))|(X∩Y )g

T (X ∩ Y )|(X∩Y )g + T (X ∩ Y )|(X∩Y )g
,

EY XY =
TX|X∩Y

T (Y ∩X)|X∩Y + T (X ∩ Y )|X∩Y
,

and

E(X, Y,X) =
TM |X∩Y
TX|X∩Y

⊕ T (X ∩ Y )
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In K-theory

〈X, Y 〉+ 〈X, Y 〉+ 〈g〉X,Y − 〈X, Y 〉 − 〈X, Y 〉
+ 〈1〉X + 〈X, Y 〉 − 〈X, Y 〉 − 〈X, Y 〉
+ 〈1〉M − 〈1〉X + 〈X, Y 〉

=〈g〉X,Y + 〈1〉M

(ii)

(X ∩ Y )g

j

yyttttttttt
i

$$JJJJJJJJJ

Xg

ig

}}{{{{{{{{

jg %%KKKKKKKKKK Y g

jgyyssssssssss
ig

  BBBBBBBB

X M g Y

Then

F2 =
TM g|(X∩Y )g

TXg|(X∩Y )g + TY g|(X∩Y )g
,

Eg =
TM |Y g

TY |Y g + TM g|Y g
,

and

Fg = TX|Xg + TXg

In K-theory

〈g〉M + 〈g〉X,Y − 〈g〉X − 〈g〉Y
+ 〈1〉M + 〈g〉Y − 〈1〉Y − 〈g〉M
+ 〈1〉X + 〈g〉X

=〈g〉X,Y + 〈1〉M

¨

6.2.2 Open-closed Loop Orbifold

In the previous chapter we saw that the homology of the Loop Orbifold has the
structure of a G-topological field theory with positive boundary. Now we describe
the open part of this theory.
The category of branes is the following:

B = {X ⊂M G-ivariant submanifold with X t Y transverse for X 6= Y }



144 6.2. Examples

Now we consider the sets PX,YM = {α : I → M : α(0) ∈ X, α(1) ∈ Y }, for
X, Y ∈ B. We define HomB(X, Y ) = H∗(PX,YM). Note that G acts in H∗(PX,YM)
as follows

ρ : G→Aut(H∗(PX,YM))

g 7→ ρg : H∗(PX,YM)→ H∗(PX,YM)

α 7→ α.g

where α.g(t) = α(t)g for t ∈ I.
The product and coproduct is the same that the product and coproduct defined in
the open-closed string topology.
Now we describe the connection maps. For this we consider the next diagram

PXg M

i

$$IIIIIIIII
j

{{wwwwwwww

PgM PX,XM

where PXg M = {α : I →M : α(1) = α(0)g, α(0) ∈ X}.
First, we will prove that the map j! : H∗(PgM)→ H∗(P

X
g M) exists. This is because

the next diagram is a pullback square.

PXg M
j //

ε0

��

PgM

ε0×ε1
��

X
� �

(id,g)
//M ×M

Clearly the map (id, g) : X → M ×M is an embedding. Then, we can define the
map ιg,X as the conposition

H∗(PgM)
j!−→ H∗(P

X
g M)

i∗−→ H∗(PX,XM).

For the other map we consider the same diagram

PXg M

i

$$IIIIIIIII
j

{{wwwwwwww

PgM PX,XM

and we use the next pullback square

PXg M
i //

ε0

��

PX,XM

ε0×ε1
��

X
(id,g)

// X ×X
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to define the map ιg,X as the composition

ιg,X : H∗(PX,XM)
i!−→ H∗(P

X
g M)

j∗−→ H∗(PgM).

Theorem 6.2.2. The following (H∗(PG(M)),B) is a G-OC-TFT with positive
boundary.

Proof. We will check the open axioms.

1. The action respects the product

=g

g

g

X

Z

Y

Z Y

X X

Y

Y
Y

Y

X

X

X

Z

Z

(1) (2)

The property is the following
(1)

PXZYM
1

xxqqqqqqqqqq
iXY

&&LLLLLLLLLL

PXZYM
jXZ×jZY

vvmmmmmmmmmmmmm
iXY

&&MMMMMMMMMM PXYM
1

xxrrrrrrrrrr
ρg

%%KKKKKKKKKK

PXZM × PZYM PXYM PXYM

(2)

PXZYM
jXZ×jZY

uujjjjjjjjjjjjjjj
ρg

((QQQQQQQQQQQQQ

PXZM × PZYM
1

uujjjjjjjjjjjjjjj

ρg×ρg ))TTTTTTTTTTTTTTT PXZYM
jXZ×jZY

vvmmmmmmmmmmmmm
iXZ

&&LLLLLLLLLL

PXZM × PZYM PXZM × PZYM PXYM

In the first diagram is clear that F1 = 0, this because the normal bundles are
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zero. In the second diagram we have

(ρg ◦ ε 1
2
)∗(η) //______ PXZYM

ρg

��
PXZYM

ε 1
2

��

jXZ×jZY // PXZM × PZYM

ε1×ε0
��

η //___________ Z
∆

//M ×M

and
ε∗1

2

(η) //______ PXZYM

ε 1
2

��

jXZ×jZY // PXZ × PZYM

ε1×ε0
��

η //_________ Z
∆

//M ×M

We note, as before, that (ρg ◦ ε 1
2
)∗(η) = ε∗1

2

(η). Then F2 = 0.

2. The action respects the coproduct

=g

g

g

X Z

Y Z

X

X

X

Z

Z

X

YY

Y Y

X

(1) (2)

(1)

PXZYM
iXY

xxrrrrrrrrrr
ρg

&&MMMMMMMMMM

PXYM
1

yyssssssssss
ρg

&&LLLLLLLLLL PXZYM
iXY

xxqqqqqqqqqq
jXZ×jZY

((QQQQQQQQQQQQQ

PXYM PXYM PXZM × PZYM

(2)

PXZYM
1

vvmmmmmmmmmmmmm
jXZ×jZY

))TTTTTTTTTTTTTTT

PXZYM
iXY

xxrrrrrrrrrr
jXZ×jZY

((QQQQQQQQQQQQQ PXZM × PZYM
1

uujjjjjjjjjjjjjjj
ρg×ρg

))TTTTTTTTTTTTTTT

PXYM PXZM × PZYM PXZM × PZYM
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In the second diagram it is clear that F2 = 0. In the first diagram the calculus
as the following

(ε 1
2
◦ ρg)(ϑ) //___ PXZYM

ρg

��
PXZYM

ε 1
2

��

iXY // PXYM

ε 1
2
×ε 1

2
��

ϑ //_______ Z
∆
//M ×M

and
ε∗1

2

(ϑ) //___ PXZYM

ε 1
2

��

iXY // PXYM

ε 1
2
×ε 1

2

��
ϑ //______ Z

∆
//M ×M

Since ρg is a isomorphism, then the next bundles are isomorphic,

ε∗1
2
(ϑ) ' (ε 1

2
◦ ρg)(ϑ)

hence F1 = 0.

3. The map ιg is an equivariant map

αρ

g -1X hg

X

X

X
h

X

X

=

(1) (2)

g

h

h

Remember that the connection maps are defined using the next diagram

PXg M

i

$$IIIIIIIII
j

{{wwwwwwww

PgM PXXM

where PXg M = {α : I →M : α(1) = α(0)g, α(0) ∈ X}.
We defined ιg,X by the composition

H∗(PgM)
j!−→ H∗(P

X
g M)

i∗−→ H∗(PXXM)
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The diagrams that model this properties are:
(1)

PXg M

1

||xxxxxxxxxx
i

##GGGGGGGGGGG

PXg M

j

||zzzzzzzzz
i

##GGGGGGGGGG
PXXM

1

zzvvvvvvvvvvv
ρh

$$HHHHHHHHHHH

PgM PXXM PXXM

(2)

PXg M

i

{{wwwwwwwwww
αh

%%JJJJJJJJJJJ

PgM

1

}}{{{{{{{{{{
αh

##GGGGGGGGGGG
PXhgh−1M

j

yysssssssssss
i

$$IIIIIIIIIII

PgM Phgh−1M PXXM

In the first case it is clear that F1 = 0. This because the normal bundles are
zero. For the second case we have

(ε0 ◦ αh)∗(ϑ) //____ PXg M

αh
��

PXhgh−1M

ε0

��

j // Phgh−1M

ε0

��
ϑ //_______ X ι

//M

and

ε∗0(ϑ) //___ PXg M

ε0

��

i // PgM

ε0

��
ϑ //_____ X ι

//M

The bundles ε∗0(ϑ) and (ε0 ◦ αh)∗(ϑ) are isomorphic because the action αh is a
diffemorphism. Then, in particular is F2 = 0.

4. The map ιh is an equivariant map
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α ρ

hg-1

X
g

hg

X

X X

g

h

X

X
=

(1) (2)

The diagrams are the followings
(1)

PXg−1hgM

1

zzttttttttttt
j

$$JJJJJJJJJJJ

PXg−1hgM

i

zzuuuuuuuuuuu
j

%%JJJJJJJJJJJ
Pg−1hgM

1

yytttttttttttt
αg

##GGGGGGGGGGG

PXXM Pg−1hgM PhM

(2)

PXg−1hgM

i

zzuuuuuuuuuuu
αg

##HHHHHHHHHH

PXXM

1

zzuuuuuuuuuuu
ρg

%%JJJJJJJJJJJ PXhM

i

zzuuuuuuuuuu
j

""EEEEEEEEEE

PXXM PXXM PhM

For the first case, it is an easy consequence that F1 = 0. This because the
normal bundles are zero.

The second case involves the following diagrams

(ε0 ◦ αg)∗(ϑ) //___ PXg−1hgM

αg

��
PXhM

i //

ε0

��

PXXM

ε0×ε1
��

ϑ //_______ X
1×αh

// X ×X
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and

ε∗0(ϑ) //___ PXg−1hgM
i //

ε0

��

PXXM

ε0×ε1
��

ϑ //______ X
1×αg−1hg

// X ×X

Note that the bundles ε∗0(ϑ) ' (ε0 ◦αg)∗(ϑ) since αg is a diffeomorphism. Then
F2 = 0.

5. The map ιg is a ring homomorphism

=

gg

g
X

h X

h

h
X

X

(2)(1)

In this case the diagrams that model this property are the following
(1)

PXg M ε1×ε0PXhM
j×j

uullllllllllllll
∗

''OOOOOOOOOOO

PgM ε1×ε0PhM
j

vvmmmmmmmmmmmmmm
∗

))RRRRRRRRRRRRRRR
PXghM

j

wwoooooooooooo
i

$$IIIIIIIII

PgM × PhM PghM PXXM

(2)

PXg M ε1×ε0PXhM
j×j

uulllllllllllll
∗

((PPPPPPPPPPPPP

PXg M × PXhM
j×j

vvmmmmmmmmmmmmm
i×i

))RRRRRRRRRRRRRR
PXXXM

j12×j23

vvmmmmmmmmmmmmmm
j13

%%KKKKKKKKKKK

PgM × PhM PXXM × PXXM PXXM



6. G-OC-TFT 151

For the first case we have

(ε0 ◦ ∗)∗(η) //___ PXg M ε1×ε0PXhM

∗
��

PXghM
j //

ε0

��

PghM

ε0×ε1
��

η //_________ X
1×g

//M ×M

and

ε∗0(η) //___ PXg M ε1×ε0PXhM
ε0

��

j×j // PgM ε0×ε1PhM
ε0×ε1
��

η //_______ X
1×g

//M ×M

We note that ε0 ◦ ∗ = ε0, then ε∗0(η) = (ε0 ◦ ∗)∗(η) and F1 = 0.
The second case has the following diagrams

(ε 1
2
◦ ∗)∗(TX) //______ PXg M ε1×ε0PXhM

∗
��

PXXXM
j12×j23 //

ε 1
2

��

PXXM × PXXM

ε1×ε0
��

TX //____________ X
∆

// X ×X

and

ε∗∞(TX) //______ PXg M ε1×ε0PXhM
j //

ε∞

��

PXg M × PhM

ε1×ε0
��

TX //___________ X
∆

// X ×X

We note that ε 1
2
◦ ∗ = ε∞, hence ε∗∞(η) = (ε 1

2
◦ ∗)∗(η) and F2 = 0.

6. G-twisted centrality condition

=

gg

ρg−1

(1) (2)

X

Y

X
X

X X

X

X

Y

Y

Y Y

Y

Y

Y

Y
YX
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This condition is modeled by the next diagrams.
(1)

PXg M ε1×ε0PXYM
j′

uukkkkkkkkkkkkkk
∗◦ι

((PPPPPPPPPPPPP ϕ1

��

ψ1

��

PXg M × PXYM

i×1

uulllllllllllll
j×1

))SSSSSSSSSSSSSSS
PXXYM

j12×j23

vvmmmmmmmmmmmmmm
j13

%%KKKKKKKKKKK

PgM × PXYM PXXM × PXYM PXYM

(2)

PXYM ε1×ε0PYgM
τ◦(1×ρg)

uukkkkkkkkkkkkkk
∗◦ι′

((PPPPPPPPPPPPP ϕ2

��

ψ2

��

PYgM × PXYM

i×1

uulllllllllllll τ◦(j×ρg−1 )

))SSSSSSSSSSSSSSS
PXY YM

j12×j23

vvmmmmmmmmmmmmmm
j13

%%KKKKKKKKKKK

PgM × PXYM PXYM × PXY YM PXYM

We first check that the spaces PXg M ε1×ε0PXYM and PXYM ε1×ε0PYgM are
homotopic. We define the maps as follow:

ϕ : PXg M ε1×ε0PXYM −→ PXYM ε1×ε0PYgM
(α, β) 7−→ (β, β ∗ ρg−1(α) ∗ ρg−1(β))

ψ : PXYM ε1×ε0PYgM −→ PXg M ε1×ε0PXYM
(γ, δ) 7−→ (ρg(γ) ∗ ρg(δ) ∗ γ, γ)

ψ ◦ϕ(α, β) = ψ(β, β ∗ρg−1(α)∗ρg−1(β)) = (ρg(β)∗ρg(β)∗α∗β ∗β, β) ' (α, β),

ϕ ◦ ψ(γ, δ) = ϕ(ρg(γ) ∗ ρg(δ) ∗ γ, γ) = (γ, γ ∗ γ ∗ δ ∗ ρg−1(γ) ∗ ρg−1(γ)) ' (γ, δ).

Then
ψ ◦ ϕ ' Id and ϕ ◦ ψ ' Id .

Now we check the external maps for the diagrams (1) and (2).

• ϕ2◦ϕ(α, β) = ϕ2(β, β∗ρg−1(α)∗ρg−1(β)) = β∗β∗ρg−1(α)∗ρg−1(β) ' α∗β,

• ϕ1(α, β) = α ∗ β.

• ψ2◦ϕ(α, β) = ψ2(β, β∗ρg−1(α)∗ρg−1(β)) = (β∗ρg−1(α)∗ρg−1(β), ρg(β)) '
(α, β),

• ψ1(α, β) = (α, β).
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• ϕ1 ◦ ψ(γ, δ) = ϕ1(ρg(γ) ∗ ρg(δ) ∗ γ, γ) = ρg(γ) ∗ ρg(δ) ∗ γ ∗ γ ' γ ∗ δ,
• ϕ2(γ, δ) = γ ∗ δ.
• ψ1 ◦ ψ(γ, δ) = ψ1(ρg(γ) ∗ ρg(δ) ∗ γ, γ) = (ρg(γ) ∗ ρg(δ) ∗ γ, γ) ' (δ, ρg(γ)),

• ψ2(γ, δ) = (δ, ρg(γ)).

Finally we need to calculate the Euler class in each diagram. For the first case
we have

(ε 1
2
◦ ∗ ◦ ι)∗(TX) //___ PXg M ε1×ε0PXYM

∗◦ι
��

PXXYM
j12×j23 //

ε 1
2

��

PXXM × PXYM

ε1×ε0
��

TX //__________ X
∆

// X ×X

and

ε∗∞(TX) //___ PXg M ε1×ε0PXYM
j′ //

ε∞

��

PXg M × PXYM

ε1×ε0
��

TX //________ X
∆

// X ×X

We note that ε∗∞(TX) = (ε 1
2
◦ ∗ ◦ ι)∗(TX). Then F1 = 0.

The second case has associated the next diagrams

(ε 1
2
◦ ∗ ◦ ι′)∗(TY ) //___ PXYM ε1×ε0PYgM

∗◦ι′
��

PXY YM
j12×j23 //

ε 1
2

��

PXYM × PY YM

ε1×ε0
��

TY //__________ Y
∆

// Y × Y

and

ε∗∞(TY ) //_____ PXYM ε1×ε0PYgM
τ◦(1×ρg) //

ε∞

��

PYgM × PXYM

ε0×ε1
��

TY //__________ Y
∆

// Y × Y

As the same as before it holds the identity ε∗∞(TY ) = (ε 1
2
◦ ∗ ◦ ι′)∗(TY ). Then

F2 = 0.
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To finish the proof we only need to check that νϕ = 0. For this, we construct
the next homotopy:

H : I × (PXg M ε1×ε0PXYM) −→ PXYM ε×ε0PgM × I
(s, (α, β)) 7−→ (β, βs ∗ ρg−1(α) ∗ ρg−1(β), s)

where ε : I × PXYM → M is given by ε(s, β) := β(s). The next pullback
square proves that W := PXYM ε×ε0PgM × I is an infinite manifold.

W = PXYM ε×ε0PgM × I
ε∞×1

��

// PXYM × PgM × I
ε×ε0×1

��
M × I

∆×1
//M ×M × I

Similarly, the next pullback square

Zs := PXYM εs×ε0PgM × {s}
εs×{s}

��

// PXYM ε×ε0PgM × I

ε×1

��
M × {s} � � //M × I

proves that Zs is a sub-manifold of codimension one of W for all s.
Note that the homotopy H satisfies that

H(0, (α, β)) = (β, ρg−1(α)) = (1× ρg−1) ◦ τ(α, β)

H(1, (α, β)) = (β, β ∗ ρg−1(α) ∗ ρg−1(β)) = ϕ(α, β)

Then, in particular we have the next situation

PXg M ε1×ε0PXYM

(1×ρg−1 )◦τ diffemorphism

��

PXg M ε1×ε0PXYM

ϕ

��

H
'

+3

Z0 = PXYM ε1×ε0PYgM Z1 = PXYM ε1×ε0PYgM

Since ν(1×ρg−1 )◦τ = 0 then νϕ = 0 and e(νϕ) = 1.

7. Cardy condition

g

=

g

X Y

ρX

X

X
X

Y
Y

Y

Y

(1) (2)
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(1)

PX∩Yg M

iX

zzuuuuuuuuu
iY

$$IIIIIIIII f1

��

g1

��

PXg M

i

zzuuuuuuuuu j

$$JJJJJJJJJ
PYgM

j

zzttttttttt
i

$$IIIIIIIII

PXXM PgM PY YM

(2)

PYg,XM

i

vvmmmmmmmmmmmmm ∗◦(ρg×1)◦τ◦(j×j)

((QQQQQQQQQQQQQ f2

��

g2

��

PXYXM
iYXX

xxqqqqqqqqqq
τ◦(1×ρg)◦(j×j)

((QQQQQQQQQQQQQ PY XYM
j×j

vvmmmmmmmmmmmmm
iXY Y

&&LLLLLLLLLL

PXXM PY XM × PXYM PXXM

In this particular case, the maps are illustrated in the figure 6.14, and they are
homotopic to the cobordism illustrated in the figure 6.15. We will suppose

g
X

YX

Y
=

g
Y

Y
Y

X

X
X

Figure 6.14: The composition maps in the Cardy condition.

gx

xg

y

yg

Figure 6.15: The cobordisms associated to the compositions.

that the intersection X ∩ Y is non-empty, this because if it is empty then the
two composition maps are zero. In the second cobordism the composition is
zero by definition, and in the first this is because for an empty intersection the
composition of the umhker maps is zero since the tubular neighborhoods are
disjoint.
We prove that PX∩Yg M and PYg,XM are homotopically equivalent spaces. First
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we describe the maps between the spaces. Suppose that z ∈ X ∩ Y , and if we
take M arco-connected then for x ∈ M exists η : I → M such that η(0) = z
and η(1) = x.

ϕ : PX∩Yg M −→ PXg,YM
α 7−→ α ∗ α ∗ α

ψ : PXg,YM −→ PX∩Yg M
δ 7−→ η ∗ δ ∗ ρg−1(η)

The composition maps are

ψ ◦ ϕ(α) = ψ(α ∗ α ∗ α) = η ∗ α ∗ α ∗ α ∗ ρg−1(η) ' η ∗ ρg−1(η) ' α.

ϕ ◦ ψ(δ) = ϕ(η ∗ δ ∗ ρg−1(η)) = η ∗ δ ∗ ρg−1(η) ∗ ρg−1(η) ∗ δ ∗ η ∗ η ∗ δ ∗ ρg−1(η)

' η ∗ δ ∗ ρg−1(η) ' δ.

The composition with the external maps is the following. First we note that
the maps f1 : PX∩Yg M ↪→ PXXM , g1 : PX∩Yg M ↪→ PY YM and g2 : PXg,YM ↪→
PXXM are natural inclusion maps. Finally, the map f2 : PXg,YM → PY YM is
given by f2(α ∗ β) = ρg(β) ∗ α. Then

δ
ψ7−→ η ∗ δ ∗ ρg−1(η)

g17−→ η ∗ δ ∗ ρg−1(η) ' δ

δ
g27−→ δ

δ
ψ7−→ η ∗ δ ∗ ρg−1(η)

f17−→ η ∗ δ ∗ ρg−1(η) = η ∗ α ∗ β ∗ ρg−1(η) ' ρg(β) ∗ α

δ = α ∗ β f27−→ ρg(β) ∗ α

α
g17−→ α

α
ϕ7−→ α ∗ α ∗ α g27−→ α ∗ α ∗ α ' α

α
f17−→ α

α
ϕ7−→ α ∗ α ∗ α f27−→ ρg(α ∗ α) ∗ α ' α

Now we need to determine the Euler class for this case. First, we calcule that
e(νψ) = 0. Let be the homotopy

H : I × PXg,YM −→ PIg,Y,XM × I
(s, δ) 7−→ (ηs ∗ δ ∗ ρg−1(ηs), s)

where ηs : I → M is given by ηs(t) = η((1 − s)t + s), then ηs(0) = η(s) and
ηs(1) = η(1). See figure 6.16.
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x xg
y

z zg

δ

η ρ
s g-1( )ηs

Figure 6.16: The homotopy H.

Note that H(0, δ) = (η0 ∗ δ ∗ ρg−1(η0), 0) = (η ∗ δ ∗ ρg−1(η) = ψ(δ), and
H(1, δ) = (η1 ∗ δ ∗ ρg−1(η1), 1) = δ = Id(δ). Then, we have the next situation

PXg,YM

Id

��

PXg,YM

ψ

��

H
'
+3

Z0 = PXg,YM Z1 = PX∩Yg M

For the space Zs := Psg,Y,XM × {s} = {ηs ∗ δ ∗ ρg−1(ηs) : δ ∈ PXg,YM} × {s} ⊂
W := PIg,Y,XM×I = {ηs ∗δ ∗ρg−1(ηs) : s ∈ I}×I we have Zs is a submanifold
of W of codimension one. This is because the next diagram is a pullback
square.

Zs := Psg,Y,XM × {s} //

ε∞×{s}
��

PIg,Y,XM × I

ε∞×1

��
X × {s} � � // X × I

It is clear that W is a manifold of infinite dimension. Then νψ = νId = 0 and
e(νψ) = 1.
Finally, we need to determine the Euler class of the following two diagrams.
The first diagram is

ε∗0(νi2) // PX∩Yg M

iY
��

PYgM
j //

ε0

��

PgM

ε0

��
νi2 // Y

� �

i2
//M
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and the second

ε∗0(νi1) // PX∩Yg M

ε0

��

iX // PXg M

ε0

��
νi1 // X ∩ Y � �

i1
// X

If we suppose that X t Y then e(ε∗0(νi1)) = e(ε∗0(νi2)), and F1 = 0.
In the second case we have

ε∗0(ν(1×αg)) // PXg,YM

ε0

��

// PXYXM

ε0×ε1
��

ν(1×αg) // X
1×αg

// X ×X

and
f ∗ε∗1

2

(TX) // PXg,YM

f=∗◦(ρg×1)◦τ◦(j×j)
��

PY XYM //

ε 1
2

��

PY XM × PXYM

ε1×ε0
��

TX // X
∆

// X ×X

Note that f ∗ε∗1
2

(TX) ' ε∗0(ν1×αg), this is because ν(1×αg)
∼= TX. Then F2 = 0.

¨



Chapter 7

2D OC-TFT of the derived
category of a Calabi-Yau manifold

Associated to a Calabi-Yau manifold X there is a standard 2D-OC-TFT com-
ing from string theory, the boundary conditions are supposed to be generated by
complex submanifolds of X so the boundary conditions are taken to be complexes
of coherent sheaves on X; the open string category is then supposed to be the
derived category of coherent sheaves on X. The closed string part C should be
Hom∗D(X×X)(O∆,O∆), in other words, the Hochschild cohomology HH∗(X) of X.
This example is developed in [CW07].

First we describe briefly the concept of derived category.

7.1 Derived categories

Derived and triangulated categories were introduced by Grothendieck and Verdier
in the early sixties in order to establish a relative version of Serre duality for a “nice”
morphism f : X → Y of schemes, [Ver96]. The Grothendieck-Verdier duality theory
involves the construction of derived categories D(X) and D(Y ), whose objects con-
sist of complexes of sheaves with quasi-coherent cohomology, together with a derived
push-forward functor Rf∗ : D(X)→ D(Y ) and a right adjoint f ! : D(Y )→ D(X).

Let A be an abelian category and denote by Kom(A) the category whose objects
are complexes of objects in A and whose morphisms are maps of complexes. Kom(A)
is again abelian.

Denote by K(A) the homotopy category of A, which has the same objects as
Kom(A), but whose morphisms are homotopy classes of maps of complexes. K(A)
is not abelian in general (the component-wise kernel in Kom(A) is not well-defined
up to homotopy). There is a natural functor Kom(A)→ K(A) which is the identity
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in objects and sends a morphism to its homotopy class.

Theorem 7.1.1. Given an abelian category A, there exists a category D(A), called
the derived category of A, such that

1. There is a functor Q : Kom(A) → D(A) which sends quasi-isomorphisms to
isomorphisms.

2. The functor Q is universal with respect to property 1.: given any category
B and any functor F : Kom(A) → B which sends quasi-isomorphisms to
isomorphisms, there is a unique functor G : D(A)→ B such that the following
diagram commutes:

Kom(A)
Q //

F
$$HHHHHHHHH

D(A)

G||yyyyyyyy

B

A very good reference for this topic is the book [GM80].

Now we give a short description of Serre functors, this is a principal property
which derives in our example in a Frobenius structure.

7.2 Serre functors

One of the most useful theorems in algebraic geometry is Serre duality, which is
formalized in the following way.

Definition 7.2.1. Let C be a Hom-finite k-linear category. A Serre functor is a
k-linear equivalence

S : C → C

together with isomorphisms

Hom(F,G) −→ Hom(G, SF )∗ (7.1)

natural in F , G ∈ C .

Letting G = F , the image of 1 ∈ Hom(F, F ) under the isomorphism 7.1 gives a
canonical trace element

TrF : Hom(F, SF )→ k.
The composition of morphisms followed by the trace,

Hom(G, SF )⊗ Hom(F,G) −→ Hom(F, SF )
TrF−→ k,

is a non-degenerate pairing and realizes the duality in 7.1.
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Definition 7.2.2. A triangulated category T with Serre functor S is called an
n-Calabi-Yau (n-CY) if there is a natural isomorphism of functors S ' [n].

Remark 7.2.3. When Serre functors exist, they are unique up to natural isomor-
phism.

To understand the concept of a triangulated category you can see [GM80] or
[Cal05a] and for more detail about Serre functors you can see [Bra08].

7.2.1 The Serre functor on D(X)

If X is a space, we can consider an associated derived category. This is the derived
category of coherent sheaves on X, Db(Coh(X)). We denote this category as D(X).
In this case we can define the Serre functor as follows

S : D(X)→ D(X); E 7→ ωX [dimX]⊗ E ,

where ωX is the canonical bundle of X. Serre duality gives natural, bifunctorial
isomorphisms

ηE ,F : HomD(X)(E ,F )
∼−→ HomD(X)(F , SE )∗

for any objects E ,F ∈ D(X), where ∗ denotes the dual vector space.
From this data, for any object E ∈ D(X), the Serre trace is defined as follows:

Tr : Hom(E , SE )→ k; Tr(α) := ηE ,E (IdE )(α).

Note that from this trace we can recover ηE ,F , because

ηE ,F (α)(β) = Tr(β ◦ α).

We also have the identity

Tr(β ◦ α) = Tr(Sα ◦ β).

Another way to encode this data is as a perfect pairing, the Serre pairing :

〈 , 〉S : Hom(E ,F )⊗ Hom(F , SE )→ k; 〈α, β〉S := Tr(β ◦ α).

7.2.2 Serre kernel and functor on D(X ×X)

Definition 7.2.4. For a spaceX, the Serre kernel ΣX is defined to be ∆∗ωX [dimX] ∈
D(X × X), where ∆ : X → X × X is the diagonal map and ∆∗ : D(X) →
D(X)⊗D(X) is the induced map in the derived category. Similarly the anti-Serre
kernel Σ−1

X is defined to be ∆∗ω
−1
X [− dimX] ∈ D(X ×X).

Proposition 7.2.5. For spaces X and Y the Serre functor SX,Y : D(X × Y ) →
D(X × Y ) can be taken to be ΣY ◦ − ◦ ΣX .

The next section gives us the Frobenius structure in the closed part of the theory.
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7.3 The Hochschild structure

For a space X, we denote by IdX and Σ−1
X the objects of D(X ×X) given by

IdX := ∆∗OX and Σ−1
X := ∆∗ω

−1
X [− dimX]

where ∆ : X → X × X is the diagonal map, and ω−1
X is the anti-canonical line

bundle of X.
The Hochschild structure of the space X consists of the following data:

• the graded ring HH∗(X), the Hochschild cohomology of X, whose i-th graded
piece is defined as

HHi(X) := Homi
D(X×X)(IdX , IdX),

• the graded left HH∗(X)-module HH∗(X), the Hochschild homology module
over X, defined as

HHi(X) := Hom−iD(X×X)(Σ
−1
X , IdX),

• a non-degenerate graded pairing 〈 , 〉M : HH∗(X) ⊗ HH∗(X) → C, the gener-
alized Mukai pairing.

The definition of the Mukai pairing the Hochschild homology is quite subtle and we
refer the reader directly to [CW07].
The above definitions of Hochschild homology and cohomology agree with the usual
ones for quasi-projective schemes (see [Cal05b]).

7.4 Open-closed 2D TFT from a Calabi-Yau man-

ifold

Finally we complete the structure of this example for a Calabi-Yau manifold X.
For each E and F , we have the pairing

Hom∗D(X)(E ,F )⊗ Hom∗D(X)(F ,E )→ k[dimX]

which comes from the Serre pairing as a Calabi-Yau manifold.
As X is Calabi-Yau, a trivialization of the canonical bundle induces an isomor-

phism between Hochschild cohomology and Hochschild homology, up to a shift. This
means that the closed string space C has both the cohomological product and the
Mukai pairing, and these make C into a Frobenius algebra.
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We need to specify the algebraic maps ιE : C → OE E . These are

ιE : Hom∗(O∆,O∆)→ Hom∗(E ,E )

which can be given by interpreting E as a kernel pt → X and taking ιE to be
convolution with the identity on E .

The other map is ιE : Hom∗(E ,E ) → Hom∗(O∆,O∆), which is given by taking
the trace. This definition relies on the fact that X is Calabi-Yau.

In the case of a general manifoldX we have the next result. This is a baggy Cardy
condition. In the particular case that X is Calabi-Yau this property is equivalent
to the Cardy Condition.

Theorem 7.4.1 (Theorem 15 of [CW07]). Suppose that O is a Calabi-Yau category
and C is an inner product space, such that for each A ∈ O there are adjoint maps
ιA : OAA → C and ιA : C → OAA. Then the Cardy condition

µA
BB ◦ τ ◦∆B

AA = ιB ◦ ιA

is equivalent to the following equality holding for all a ∈ OAA and b ∈ OBB, where
the map amb is the map obtained by pre-composing with a and post-composing with
b:

〈ιB−, ιA−〉C = Tr −m−.

The alternative condition given in the above theorem holds for the derived cat-
egory and Hochschild homology of any space: in particular, the Cardy Condition
holds for Calabi-Yau spaces.

Proposition 7.4.2 (Theorem 16 (The Baggy Cardy Condition) of [CW07]). Let X
be a space, let E and F be objects in D(X) and consider morphisms

e ∈ HomD(X)(E ,E ) and f ∈ HomD(X)(F ,F ).

Define the operator

fme : Hom∗D(X)(E ,F ) −→ Hom∗D(X)(E ,F )

to be post-composition by f and pre-composition by e. Then we have

Tr fme = 〈ιE (e), ιF (f)〉M ,

where ιE , ιF are the maps defined previously, and Tr denotes the (super)trace.

We finish this chapter with a conjecture. We proved before that the cohomology
of non-compact manifold satisfies the axioms of a nearly Frobenius algebra, which
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is the same as an ordinary TFT. In this chapter we have seen how to a Calabi-Yau
manifold one can associate a 2D-OC-TFT using the derived category.

Question: Is it true that the derived category construction applied to a non-
compact Calabi-Yau manifold (orbifold)associates to it a 2D-OC-TFT with positive
boundary satisfying the definition given in this thesis?

It does not seem impossible for the answer to be affirmative. We will return to
this issue elsewhere.



Chapter 8

Appendix 1
Monoidal categories

A monoidal structure in a set is known as a monoid (or semigroup). More explic-
itly, a monoid is an algebraic structure with an associative binary operation and an
identity element. In category theory, a monoid can be regarded as a category with
only one object.

The extension of this concept to an additional degree of complexity is known as
a monoidal category. Similarly, a monoidal category can be regarded as a 2-category
with only one object (or bicategory). Then, this concept is a bridge between the
category theory and the theory of 2-categories.

Monoidal categories were introduced in the 1960s by Bénabou, Lane and others.

Definition 8.0.3. A monoidal category (or tensor category) consists of a category
C, a functor ⊗ : C × C −→ C, called the monoidal product(or tensor product), an
object u ∈ Ob(C), called the unit and natural isomorphisms

• αx,y,z : x⊗ (y ⊗ z) −→ (x⊗ y)⊗ z,

• λx : u⊗ x −→ x,

• ρx : x⊗ u −→ x,

called associativity, left unit and right unit such that the following diagrams com-
mutative:

x⊗ (y ⊗ (w ⊗ z))
αx,y,w⊗z //

1⊗αy,w,z
��

(x⊗ y)⊗ (w ⊗ z)
αx⊗y,w,z // ((x⊗ y)⊗ w)⊗ z

x⊗ ((y ⊗ w)⊗ z) αx,y⊗w,z
// (x⊗ (y ⊗ w))⊗ z

αx,y,w⊗1

OO

165



166

x⊗ (u⊗ y)
αx,u,y //

1⊗λy &&MMMMMMMMMM
(x⊗ u)⊗ y

ρx⊗1xxqqqqqqqqqq

x⊗ y

for x, y, w, z ∈ Ob(C), and also

λu = ρu : u⊗ u −→ u.

A monoidal category is called strict monoidal category, if the morphisms α, λ, ρ are
the identity morphisms.

8.0.1 Monoidal Functors

Definition 8.0.4. Let (C,⊗C, uC) and (D,⊗D, uD) be monoidal categories. A monoidal
functor is a functor F : C −→ D together with natural isomorphisms

• ξx,y : F (x)⊗D F (y) −→ F (x⊗C y)

• ξ0 : uD −→ F (uC)

which satisfy the following commutative diagrams:

F (x)⊗D (F (y)⊗D F (z))

αF (x),F (y),F (z)

��

1⊗Dξy,z // F (x)⊗D F (y ⊗C z)
ξx,y⊗Cz // F (x⊗C (y ⊗C z))

F (αx,y,z)

��
(F (x)⊗D F (y))⊗D F (z)

ξx,y⊗D1
// F ((x⊗C y)⊗D F (z)

ξx⊗Cy,z

// F ((x⊗C y)⊗C z)

uD ⊗D F (x)
ξ0⊗D1 //

λF (x) ))TTTTTTTTTTTTTTTTT
F (uC)⊗D F (x)

ξu,x // F (uC ⊗C x)

F (λx)
uukkkkkkkkkkkkkkkkk

F (x)

F (x)⊗D uD
1⊗Dξ0 //

ρF (x)
))TTTTTTTTTTTTTTTTT

F (x)⊗D F (uC)
ξx,u // F (x⊗C uC)

F (ρx)
uukkkkkkkkkkkkkkkkk

F (x)

The functor is called strict monoidal functor if ξ and ξ0 are the identity morphisms.
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Remark 8.0.5. For any monoidal functors F : C −→ D and G : D −→ E. Let
(ξ, ξ0) and (ξ′, ξ′0) the natural isomorphisms of F and G, respectively. The natural
isomorphisms (ξ′′, ξ′′0 ) for the composition F ◦G : C −→ E are defined by

G ◦ F (x)⊗E G ◦ F (y)
ξ′ //

ξ′′

44
G(F (x)⊗D F (y))

G(ξ) // G ◦ F (x⊗C y)

uE
ξ′0 //

ξ′′0

66
G(uD)

G(ξ0)// G ◦ F (uC)

Example 8.0.1. The most important ones are

(Set,×, {∗}), the category of sets with the cross product.
(Set,t, ∅), the category of sets with the disjoint union.

(Vectk,⊗,k), the category of vector spaces with the tensor product over k.
(Top,×, ∗), the category of topological spaces with the cross product.
(Ab,⊗,Z), the category of abelian groups with the usual tensor product overZ.

(nCob,t, ∅), the category of n-cobordisms whit the disjoint union.

8.0.2 Monoidal Natural Transformation

Definition 8.0.6. Let F, F ′ : C −→ D monoidal functors. A natural transformation
σ : F =⇒ F ′ between monoidal functors is called a monoidal natural transformation
if the diagrams

F (x)⊗D F (y)
ξx,y //

σx⊗Dσy
��

F (x⊗C y)

σx⊗Cy

��
F ′(x)⊗D F

′(y)
ξ′x,y

// F ′(x⊗C y)

u
ξ0 //

ξ′0 !!CCCCCCCCC F (u)

σu
��

F ′(u)

commute.
Let C and D monoidal categories. A monoidal functor F : C −→ D is called a

monoidal equivalence if there exists a monoidal functor G : D −→ C and monoidal
natural isomorphisms ϕ : G ◦ F ∼= 1C and ψ : F ◦G ∼= 1D.



168

8.0.3 Braided Monoidal Categories

A braided monoidal category consists of a monoidal category C together with a
braiding, which is defined by a family of isomorphims

ςx,y : x⊗ y −→ y ⊗ x.

They are natural for x and y in M , and satisfy for the unit u the commutative
diagram

x⊗ u ςx,u //

ρx ##FFFFFFFFF u⊗ x

λx{{xxxxxxxxx

x,

Moreover the maps ςx,y, with the associativity α, make commutative the following
hexagonal diagrams:

(x⊗ y)⊗ z ς //

α−1

||yyyyyyyyyyyyyyyyy
z ⊗ (x⊗ y)

α

""EEEEEEEEEEEEEEEEEE

x⊗ (y ⊗ z)

1⊗ς

""EEEEEEEEEEEEEEEEE
(z ⊗ x)⊗ y

ς⊗1

||yyyyyyyyyyyyyyyyyy

x⊗ (z ⊗ y) α
// (x⊗ z)⊗ y,

x⊗ (y ⊗ z)
ς //

α

||yyyyyyyyyyyyyyyyy
(y ⊗ z)⊗ x

α−1

""EEEEEEEEEEEEEEEEEE

(x⊗ y)⊗ z

ς⊗1

""EEEEEEEEEEEEEEEEE
y ⊗ (z ⊗ x)

1⊗ς

||yyyyyyyyyyyyyyyyyy

(y ⊗ x)⊗ z
α−1

// y ⊗ (x⊗ z).

8.0.4 Symmetric Monoidal Categories

A symmetric monoidal category is a monoidal category with a braiding, which
satisfies the identity

ςy,x ◦ ςx,y = 1.
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8.0.5 Symmetric monoidal functor

Let F be a monoidal functor between two symmetric categories (C,⊗, u, ς) to
(C′,⊗′, u′, ς ′). The functor F is a symmetric monoidal functor if F (ς) = ς ′.

8.0.6 Symmetric monoidal natural transformation

A symmetric monoidal natural transformation is a monoidal natural transforma-
tion between symmetric monoidal functors.
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Chapter 9

Appendix 2
Some technical lemmas

This chapter is dedicated to describe some technical lemmas that we use through-
out the thesis. In what follows we will suppose that all the manifolds are almost
complex manifolds. We use this only to avoid carrying signs in the calculations.

9.1 Cohomological results

Let Y , Z be closed submanifolds of X which intersect cleanly, that is, W = Y ∩Z
is a submanifold of X and at each point x of W the tangent space of W at x is
the intersection of the tangent spaces of Y and Z. Let F be the excess bundle of
the intersection, i.e., the vector bundle over W which is the quotient of the tangent
bundle of X by the sum of the tangent bundles of Y and Z restricted to W . Thus
F = 0 if and only if Y and Z intersect transversally. If the relevant inclusion maps
are denoted

W
j′ //

i′

��

Z

i
��

Y
j
// X

then F fits into an exact sequence

0 −→ νi′ −→ j
′∗νi −→ F −→ 0.

We call this square Quillen’s square [Qui71].

Proposition 9.1.1. If z ∈ H∗(Z), then

j∗i∗(z) = i′∗(e(F ) · j ′∗(z))

in H∗+a(Y ), where a is the real dimension of νi.
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Proposition 9.1.2. For the diagram

Z
εi

~~}}}}}}}}
ξi

  BBBBBBBB
ψ

��

ϕ

��

Bi

αi

���������� βi

  AAAAAAA Di

γi

~~}}}}}}}
δi

  @@@@@@@@

A Ci E

classes eBi ∈ H∗(Bi) and eDi ∈ H∗(Di), let be ϕ = αiεi, ψ = δiξi and

eBi,Di = ξ∗i (eDi)e(Fi)ε
∗
i (eBi)

where e(Fi) is the excess intersection class of the Quillen square. If eBi1 ,Di1 = eBi2 ,Di2
then for z ∈ H∗(A) we have the identity

δi1 !
(
eDi1γ

∗
i1

(
βi1 !

(
eBi1α

∗
i1

(z)
)))

= δi2 !
(
eDi2γ

∗
i2

(
βi2 !

(
eBi2α

∗
i2

(z)
)))

Proof. We use the projection formula f !(x)y = f !(xf ∗(y)). Then the Quillen formula
is

δi! (eDiγ
∗
i (βi! (eBiα

∗
i (z)))) = δi! (eDiξi! (e(Fi)ε

∗
i (eBiα

∗
i (z))))

= δi! (eDiξi! (e(Fi)ε
∗
i (eBi)ϕ

∗(z)))

= δi!ξi! (ξ∗i (eDie(Fi)εi(eBi)ϕ
∗(z)))

= ψ! (ξ∗i (eDi)e(Fi)εi(eBi)ϕ
∗(z))

¨

9.2 Homological results

In this section we describe the analogue result of the last section but in homology
in al little more general way.

Lemma 9.2.1. Let i : Z ↪→ X an inclusion of manifolds with k = dimX −
dimZ.Then, for z ∈ H∗(Z)

i!i∗(z) = e(νi) ∩ z,

where νi is the normal bundle of the inclusion i.

Proof.

Z
� � i //

s

<<
X

τ // X
X−ηi

π // Z
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In homology is

i! : H∗(Z)

s∗

''
i∗ // H∗(X)

τ∗ // H∗(X,X − ηi) e // H∗(E(νi), E(νi)0)

φ

%%
∩Th // H∗−k(E(νi))

π∗ // H∗−k(Z)

z � // i∗(z) � // s∗(z) � // π∗(Th∩s∗(z))

Note that we can give another expression for π∗(Th∩s∗(z)), that is
π∗(Th∩s∗(z)) = π∗s∗(s

∗(Th)∩ z) = (π ◦ s)∗(e(νi)∩ z) = (Id)∗(e(νi)∩ z) = e(νi)∩ z,
where e(νi) = s∗(Th) because in cohomology the umkehr map is

i∗ : H∗(Z) Φ // H∗+k(νi, ν0)
τ∗ // H∗+k(X)

α � // Th∪α � // τ ∗(Th∪α)

Then i∗(τ ∗Φ(1)) = i∗i∗(1) = e(νi), by Quillen’s result. In the other hand, i∗(τ ∗Φ(1)) =
(τ ◦ i)∗(Φ(1)) = s∗(Φ(1)) = s∗(Th).
Finally we obtain that i!i∗(z) = e(νi) ∩ z, for z ∈ H∗(Z).

¨

Proposition 9.2.2. Let Y , Z be closed submanifolds of X which intersect cleanly
and W = Y ∩ Z is a submanifold of X such that at each point of W the tangent
space of W at x is the intersection of the tangent spaces of Y and Z.

W
j′ //

i′

��

Z

i
��

Y
j
// X

(9.1)

and z ∈ H∗(Z), then
j!i∗(z) = i′∗(e(F ) ∩ j′!(z))

where
0 −→ νi′ −→ j

′∗νi −→ F −→ 0

is an exact sequence.

Proof. We can replace X by a tubular neighborhood of W . Thus we may suppose
that 9.1 is of the form

W
j′ //

i′

��

E1

i
��

E2 j
// E1 ⊕ E2 ⊕ F
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where E1 is a complex vector bundle over W with zero section j′, E2 is a complex
vector bundle with zero section i′, and i and j are the obvious inclusions. Let
iε : Eε → E1 ⊕ E2, ε = 1, 2 and k : E1 ⊕ E2 → E1 ⊕ E2 ⊕ F be the inclusion map.
Hence

j!i∗(z) = i2!k!k∗i1∗(z) = i2!(e(νk) ∩ i1∗(z)) by the lemma 9.2.1
= i2!i1∗(i

∗
1e(νk) ∩ z) = i′∗j

′!(i∗1e(νk) ∩ z) by affirmation 1
= i′∗j

′!(π∗(e(F )) ∩ z) by affirmation 2
= i′∗(e(F ) ∩ j′!(z)) by affirmation 3

• Affirmation 1: We consider the next commutative diagram

W
i′ //

j′

��

E2

i2
��

i

''PPPPPPPPPPPPP

E1 i1
//

j

88E1 ⊕ E2 k
// E1 ⊕ E2 ⊕ F

Then i2!i1∗ = i′∗j
′!. To prove this we check that the next diagrams commute

in homology.

E1
τ1 //

i1

��

E1

E1−ηj′
π1 //

l
��

W

i′

��
E − 1⊕ E2 τ2

// E1⊕E2

E1⊕E2−ηi2
∼= E1

E1−ηj′
⊕ E2 π2

// E2

The first commutes by definition of the maps, and the second commutes by
the following:

Let x ∈ H∗

(
E1

E1−ηj′

)
, then π2∗(Th2 ∩l∗(x)) = π2∗l∗(l

∗(Th2)∩x) = i′∗π1∗(l
∗(Th2)∩

x) = i′∗π1∗(Th1 ∩x).
Finally, if x ∈ H∗(E1): π2∗(Th2 ∩τ2∗i1∗(x)) = π2∗(Th2 ∩l∗τ1∗(x))
= π2∗l∗(l

∗(Th2) ∩ τ1∗(x)) = i′∗π1∗(Th1 ∩τ1∗(x)). Then, i2!i∗(x) = i′∗j
′!(x).

• Affirmation 2: The bundles i∗1(νk) and π∗(F ) coincide, in particular i∗1(e(νk)) =
π∗(e(F )).
To prove this, we consider the pullback square

π∗(F ) //

��

F

πF

��
E1 π

//W
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where π∗(F ) = {(x, z) ∈ E1 × F : π(x) = πF (z)} = E1 ⊕ F bundle over E1.
Hence is enough to prove i∗1(νk) = E1⊕F . First we note that the next diagram
commute

E1 ⊕ F

π1

��

j // νk

πk

��
E1 i1

// E1 ⊕ E2

where k : E1 ⊕ E2 → E1 ⊕ E2 ⊕ F , π1 : E1 ⊕ F → E1 is the projection and
j : E1 ⊕ F → νk is given by j(x, y) = (x, 0, y) ∈ νk.
This square commute by i1 ◦ π1(x, y) = i1(x) = (x, 0) and πk ◦ j(x, y) =
πk(x, 0, y) = (x, 0).
To finish we need to check that E1 ⊕ F is the pullback square of the maps

νk

πk

��
E1 i1

// E1 ⊕ E2

Let Z be a manifold such that

Z
g

**UUUUUUUUUUUUUUUUUUUUUUU

f

��5555555555555555

E1 ⊕ F
π1

��

j // νk

πk
��

E1 i1
// E1 ⊕ E2

πk ◦ g = i1 ◦ f . We define h : Z → E1 ⊕ F by h(z) = (f(z), π3 ◦ g(z)).
Note that πk ◦g(z) = (f(z), 0) since πk ◦g = i1 ◦f . Then j ◦h(z) = j(f(z), π3 ◦
g(z)) = (f(z), 0, π3 ◦ g(z)) = (πk(g(z)z), π3(g(z))) = g(z), and π1(h(z)) =
π1(f(z, π3(g(z)))) = f(z).

• Affirmation 3: If ϕ ∈ H∗(W ) and z ∈ H∗(E1) is j′!(π∗(ϕ) ∩ z) = ϕ ∩ j′!(z).
This is an immediately consequence of the definition of the umkehr map, that

is: j′ : W → E1 and E1
τ //

π

;;
E1

E1−ηj′
p //W .

Then

ϕ ∩ j′!(z) = ϕ ∩ p∗(Th∩τ∗(z)) = p∗(p
∗(ϕ) ∩ Th∩τ∗(z))

= p∗(Th∩τ∗(τ ∗p∗(ϕ) ∩ z)) = p∗(Th∩τ∗(π∗(ϕ) ∩ z))
= j′!(π∗(ϕ) ∩ z)
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¨

Proposition 9.2.3. For the diagram

Z
εi

~~}}}}}}}}
ξi

  BBBBBBBB
ψi

��

ϕi

��

Bi

αi

���������� βi

  AAAAAAA Di

γi

~~}}}}}}}
δi

  @@@@@@@@

A Ci E

let be ϕi = αiεi, ψi = δiξi such that (ϕ1)! = (ϕ2)!, (ψ1)∗ = (ψ2)∗ and e(F1) = e(F2)
where e(Fi) is the excess intersection class of the Quillen square. Then for z ∈ H∗(A)
we have the identity

δ1∗ (γ1! (β1∗ (α1!(z)))) = δ2∗ (γ2! (β2∗ (α2!(z))))

Proof. We use the Quillen’s formula, then

δ1∗ (γ1! (β1∗ (α1!(z)))) = δ1∗ (ξ1∗ (e(F1) ∩ ε1!(α1!(z))))

= δ1∗ξ1∗ ((e(F1) ∩ ε1!(α1!(z))))

= (ψ1)∗ (e(F1) ∩ ϕ1!(z))

= (ψ2)∗ (e(F2) ∩ ϕ2!(z))

= δ2∗ (γ2! (β2∗ (α2!(z))))

¨

Corollary 9.2.4. We consider the next diagrams, i = 0, 1.

Zi
εi

~~}}}}}}}
ξi

  AAAAAAA
ψi

��

ϕi

��

Bi

αi

���������� βi

  AAAAAAA Di

γi

~~}}}}}}}
δi

  @@@@@@@@

A Ci E

where the squares are Quillen’s squares, i.e. the intersection of Bi and Di is clean
and the spaces Z1 and Z2 are homotopically equivalents,

Z1

f1 //
Z2

f2

oo
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such that
Z2

f2

��
ψ2

��

ϕ2

��

Z1

f1

OO

ϕ1

{{vvvvvvvvvvv
ψ1

##HHHHHHHHHHH

A E

commutes up to homotopy. Then, if f ∗2 (e(νf1 ⊕F1)) = e(F2), for z ∈ H∗(A) we have

δ1∗ ◦ γ1! ◦ β1∗ ◦ α1!(z) = δ2∗ ◦ γ2! ◦ β2∗ ◦ α2!(z).

Proof.

δ1∗ ◦ γ1! ◦ β1∗ ◦ α1!(z) = δ1∗ξ1∗ (e(F1) ∩ ε1!(α1!(z))) property of Quillen

= ψ1∗ (e(F1) ∩ ϕ1!(z)) by δ1ξ1 ' ψ1, α1 ◦ ε1 ' ϕ1

= ψ2∗f1∗ (e(F1) ∩ f1!ϕ2!(z)) by ψ1 ' ψ2 ◦ f1, ϕ1 ' ϕ2 ◦ f1

= ψ2∗f1∗ (f ∗1 f
∗
2 e(F1) ∩ f1!ϕ2!(z)) by f2 ◦ f1 ' 1

= ψ2∗ (f ∗2 (e(F1)) ∩ f1∗f1!(ϕ2!(z))) by the projection formula

Now we need to understand the map f∗ ◦ f ! : H∗(B)→ H∗(A)→ H∗(B), where
f : A→ B. First we consider the next Quillen’s diagram.

A
Id

��~~~~~~~
Id

��@@@@@@@

A

f ��@@@@@@@ A

f��~~~~~~~

B

For the Quillen’s property we have f !f∗(z) = e(νf ) ∩ z, where z ∈ H∗(A) and νf is
the normal bundle of the map f : A→ B.

f1!f1∗f2∗(z) = f1!(z) by f1∗f2∗ = Id,

e(νf1) ∩ f2∗(z) = f1!(z) using that f1!f1∗(z) = z ∩ e(νf1),

f1∗(e(νf1) ∩ f2∗(z)) = f1∗f1!(z) composition with f1∗,

f1∗(f
∗
1 f
∗
2 (e(νf1)) ∩ f2∗(z)) = f1∗f1!(z) using that f ∗1 f

∗
2 = Id,

f ∗2 (e(νf1)) ∩ f1∗f2∗(z) = f1∗f1!(z) by the projection formula,

f ∗2 (e(νf1)) ∩ z = f1∗f1!(z) using that f1∗f2∗ = Id .
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Then f1∗f1!(z) = f ∗2 (e(νf1)) ∩ z, for all z ∈ H∗(B).

Finally, returning to the calculations, we have

ψ2∗ (f ∗2 (e(F1)) ∩ f1∗f1!(ϕ2!(z))) = ψ2∗ (f ∗2 (e(F1)) ∩ f ∗2 (e(νf1)) ∩ ϕ2!(z))

= ψ2∗ ((f ∗2 (e(F1)) ∪ f ∗2 (e(νf1))) ∩ ϕ2!(z))

= ψ2∗ (f ∗2 (e(F1) ∪ e(νf1)) ∩ ϕ2!(z))

= ψ2∗ (f ∗2 (e(νf1 ⊕ F1)) ∩ ϕ2!(z))

Since f ∗2 (e(νf1 ⊕ F1)) = e(F2) then

ψ2∗ (ϕ2!(z) ∩ f ∗2 (e(νf1 F1))) = ψ2∗ (ϕ2!(z) ∩ e(F2)) = δ2∗ ◦ γ2! ◦ β2∗ ◦ α2!(z).

¨

In particular we have the next result.

Corollary 9.2.5. In the hypothesis of the last corollary, if Z1 and Z2 are diffeo-
morphic spaces, where f1 : Z1 → Z2 is the diffeomorphism between them, then the
identity e(F1) = e(F2), implies

δ1∗ ◦ γ1! ◦ β1∗ ◦ α1!(z) = δ2∗ ◦ γ2! ◦ β2∗ ◦ α2!(z).

Proof. This is because if f1 is a diffeomorphism then νf1 = 0.

¨

Theorem 9.2.6. Let f, g : A → X be cofibration maps, and H : A × I → X an
homotopy between them, i.e H(x, 0) = f(x) and H(x, 1) = g(x) for x ∈ A. Then

f ! = g! : H∗(X)→ H∗(A)

Proof. Remember that the umkehr map f ! is defined as the next steps

Step 1: We consider the projection map

τf : X → X

X − ηf (A)

where ηf is the tubular neighborhood of f .

Step 2: We use the exponential function (E(ε), E0(ε)) → (ηf , ηf − A) ⊂ (X,X − A)
and by excision we have the next isomorphisms

H∗(X,X − A) ∼= H∗(E(ε), E0(ε)) ∼= H∗(E,E0)

then
H∗(X/(X − A)) ∼= H∗(E/E0)

Thom−→ H∗−k(A)
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Finally, the next diagram gives the umkehr map

H∗(X)
(τf )∗ //

f!

77
H∗(X/(X − A))

∼= // H∗(E/E0) Thom // H∗−k(A)

Note that (X, f(A)) and (X, g(A)) are good pairs, i.e. f(A) ↪→ X and g(A) ↪→ X
are cofibrations. Then the homotopy

H ′ : f(A)× I→ X

given by H ′(f(x), t) = H(x, t) extends to X such that

H ′|ηf×{1} = ηg

and
H ′|A×{0} = f, H ′|A×{1} = g

Set by f ′ := H ′(−, 0) and g′ := H ′(−, 1).

Let α ∈ H∗(X) with α = f ′#(β) + γ, where β ∈ C#(ηf ), γ ∈ C#(X − A) and
f# is the map induced in the chain complexes. This is posible by the using of the

barycentric subdivision C#(ηf + (X − A))
∼=−→ C#(X). Since we have the Quillen

diagram
ηf

Id

~~}}}}}}}}
Id

  AAAAAAAA

ηf

f ′   AAAAAAAA
ηf

f ′~~}}}}}}}}

X

then f ′!f
′
∗(β) = β e(νf ′).

Finally
f ′! (α) = f ′! (f

′
∗(β) + γ) = β e(νf ′) + f ′! (γ)

where we note that f ′! (γ) = 0 because γ ∈ C#(X − A). Then f ′! (α) = β e(νf ′).
In other hand, using the homotopy H ′ : X × I→ X we can find a new representant
of α in C#(ηg + (X − g(A))) of the form g′#(β′) + γ′ with β′ ∈ C#(ηg) and γ′ ∈
C#(X − g(A)). Then

g′!(g
′
∗(β
′) + γ′) = g′!g

′
∗(β
′) + g′!(γ

′) = g′!g
′
∗(β
′) = β′ e(νg′) = β e(νf ′).

Therefore f ′! (α) = g′!(α), and in particular f!(α) = g!(α).

¨
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