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Internet-Drafts are working docunents of the |Internet Engineering
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Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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http://wwv. ietf.org/ietf/1lid-abstracts.txt
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Abstract

The Path Conputation Element (PCE) Architecture provide a framework
to support the Constraint-Based Routing (CBR) functionality for
traffic engineering systems in Miltiprotocol Label Switching (MPLS)
and Generalized Miultiprotocol Label Switching (GWLS) networKks.

The nodel define the PCC and PCE entities at the Control Plane, which
comuni cate using a Request/ Reply protocol.

The PCE architecture enable network operators a tight control of the
resource assignnent by neans of the administrative constraints that
are included in the Traffic Enginnering Database (TED), and used in
the path conputation process. Mreover, appropriate objective
funtions assist operators in the fulfillment of the overall network
obj ecti ves.

This docunment present a systemarchitecture for the PCE, nanely
Routi ng and Managenent Agent (RMA), with a standard nanagenent
interface, which permt established nanagenent frameworks to rely on
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the PCE for the CBR functionality and inject network-w de policies
into the PCE path conputation process. Sone reliability issues of the
PCE Architecture are addressed in the docunent.

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [i].
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1. I ntroduction

The Routing and Managenment Agent (RMA), interacts with both the
Control Plane and the Managenent Pl ane, assuming the PCE role in the
PCE Architecture [PCE-ARCH], as shown in Figure 1.

This entity, while enabling a Control Plane-based provisioning, can
be used as a traffic engineering tool by managenent applications,
using its interface towards the Managenent Plane. This interface can
be used to establish cooperative relationship with other RMAs in the
"mul ti-PCE path conputation with PCE-intercomunication nodel" , as
specified in [ PCE- ARCH] .

The RVA managenent interface is reachable in the management DCN

therefore integrating the RVA into a distributed nmanagenent
f ramewor k.
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Control Plane Interface

Figure 1. Routing and Managenent Agent (RMA)

2. RVA Functional Conponents

The RMA is built asuming a conponent-based franework, with basic
schedul i ng and ot her supporting nmodul es needed to build the described
functionality. The interfaces and "core" conmponents shown in Figure 2
are described bel ow
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Figure 2. RMA Functional Conponents
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2.1 Signalling Interface

This conponent interfaces with PCCs via a suitable Request/Reply
protocol, as required by [PCE-COM REQ, and is out of the scope of
this docunent.

2.2 IGP Interface

The RMA gat hers network topol ogy running an instance of the network
TE | GP (OSPF-TE [ RFC3630] or |ISIS-TE [ RFC3784]), communi cating
through this interface. The RMA is |ike any node in the routing
graph, usually wi thout forwarding capabilities, even though the PCE
functionality is orthogonal to packet forwarding, as defined in [PCE-
ARCH]. The goal of this conmponent is to maintain the Topol ogy

Dat aBase (TDB), which in turn is used to feed the Traffic Engineering
Dat aBase (TE-DB), the basic information source for CBR conputation

2.3 CBR Conput ati on Conponent

This is the core of the RVA, which provides the intended
functionality: a conmputation engine for Constraint-Based Routing. The
conmponent inplenments the needed algorithnms to solve the Path

Comput ation problemwith multiple restrictions. Well-known al gorithns
and heuristics can be used to acconplish the intended goal, making
sure that route conputation tine is linmted (i.e. by the usage of

pol ynomi al -ti me CBR al gorithns).

The two tier architecture with a conputation cluster is presented in
Section 3 is able to fulfill this objective.

2.4 Traffic Engi neering DataBase Conponent

The TE-DB contains the up-to-date information regarding Iink states
in the network, gathered by the IGP Interface. Additiona

information, like constraints and adm nistrative policies can also be
made persistent in the TE-DB. This information, which defines the TE
obj ectives of the network, will typically come from Policy-Based

Managenent applications.
2.5 Managenent Pl ane Interface

Thi s conmponent inplenments the interaction with managenent
applications, which enables the RMA to be used as a traffic

engi neering conponent for high-1level applications. O her
possibilities of this interface include the usage of the RVA as a
net wor k- wi de nonitoring agent.

Granpin Expires - January 2006 [ Page 4]



PCE Managenent Interface July 2005

This interface may be based in well-known distributed conponent
frameworks |i ke CORBA, widely used by tel ecomunication operators,
and/ or J2EE, .NET or other usual packages in use in the enterprise
and | nternet environnents.

The information nodel used in this interfaces, as well as object
access granularity issues (coarse or fine grain) are out of the scope
of this docunent, and nmay be further standardized.

3. Two Tier RMA Architecture

The RMA is designed as a conponent-based system as detailed in the
previ ous section. As described in other docunents of the PCE WG
several issues arise regarding the design and inplenentation of a PCE
Architecture; in particular availability and fault tol erance are of
mej or inpact in network operation. This section review sone of these
probl ems and propose some inplenmentation guidelines.

3.1 RVA availability and fault-tol erance

A PCE centralized solution nay suffer potential bottleneck problens
and is a single point of failure is not careful designed.

A Two Tier Architecture conprises a reliable comunication front-end
with a conputation back-end cluster, where the well-known High

Per f ormance Conputing paradi gm may be of use. This architecture is
shown in Figure 3. This is a proven architecture used by Service and
Content Providers for high-availability services such as web-server
farnms, VoD headends, E-Miil distributed servers. In the figure there
are two front-end sets, one to handle Control Plane conmunication
and the other for the Managenent Plane. This separation, while not
mandatory, is advisable given that very different kind of protocols
need to be support ed.

High availavility is given by two factors

a) arbitrary large set of front-end (i.e. signaling) processors and,
b) arbitrary large set of conputation nodes in the back-end cluster.

The renmi ning point of failure is network connectivity (both interna
and external). Internal connectivity (i.e. between front and back-
ends) can be protected by redundant LAN switches, while different
options exist to overcone potential external connectivity failure. A
straightforward (and expensive) solution is to place disjoint RVA
clusters in the network, while an acceptable solution would be to
have a nulti-honmed approach, i.e. use nultiple |oad-sharing |inks.

Ot her useful techniques include VRRP [ RFC3768] and DNS Round- Robi n,
anong ot hers.
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Figure 3 - Two Tier RVMA Architecture
2 Traffic Engineering Database (TE-DB)
The construction of the TE-DB involves two asynchronous process:

a) update of Topol ogy Dat abase (TDB) by the I GP
b) policy and adm nistrative infornation insertion from management
applications.

The topol ogy database (TDB) suffer intrinsic innacuracies, due to the
updat e nechani sns of the IGPs and the hierarchical routing approach
with information sumrari zation. Sonme form of inaccuracy reduction
shall be inplenented to reduced the gap between the gathered TDB and
the actual network state. This, consequently, will reduce the

bl ocki ng probability and the need for cranckback procedures in

provi sioning tine.

Policy and adm nistrative information is inserted in the TE-DB by
managenment processes. Policy-Based Network Managenment enabl e network
adm nistrators to nmanage networ k behavi our using high-1evel
definitions, or policies, which shall be expressed unanbi guously.
These policies, associated with an abstract nodel of the managed
objects and accurate network status infornation pernmit to trigger or
refrain certain actions on network elenments, resulting in an
enforcenent of the high | evel policies. The policy | anguage and

i nformation nodel is out of the scope of this proposal
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Typical adnministrative information conprises link resource class
(colour), SRLGs, etc, while a sinple routing policy is to deny the
establishment of LSPs with bandwith grater than a certain value, to
tune the load sharing of traffic denands and m nini ze bl ocki ng
probability.

.3 The CBR process

There are a nunber of heuristics and a few exact algorithnms to solve
the CBR process in near real tine. The inplenentation shall evaluate
the applicable approaches to the RVA, taking into account the

obj ective functions, the system of denands, network and

adm nistrative constraints that need to be satisfied.

Aut odi scovery of RMAs

Aut odi scovery requirenents are defined in [ PCE-DI SC-REQ . The RVA
architecture could inplenment a very basic static strategy, relying on
LSRs' local configuration; since the RVA architecture is redundant
and fault-tolerant, this may be considered a ninor drawback

Security Considerations

A potential security issue is raised by the fact that the proposed
architecture has connections to the network el ements via the Contro
Pl ane interface, and to the managenment applications via the
Managenent Pl ane interface. Specially crafted packets in the Contro
Pl ane could eventually be used to gain access to the RVA with
potential incidence in network nmanagenent applications. This is for
further study.
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