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PROBLEMA

Muchos modelos de aprendizaje
automatico son utilizados para
problemas de clasificacion.

Modelos de clasificacion suelen
presentar fallas e inestabilidad
en su entrenamiento al
disponer de pocos datos
etiguetados.

Clasificador
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Perro?

Gato?
Oso?
Oveja?
Real?
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MOTIVACION v

e Modelos con pocos datos etiquetados
fallan en su entrenamiento.

e Muchos escenarios con abundantes
datos no etiquetados y muy pocos
etiquetados.

e E|l proceso de etiquetado es muchas
veces inviable y/o costoso.
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MOTIVACION v

Caso Practico

Sistema hospitalario de USA necesita un sistema de clasificacién automatica de
tomografias de craneo en emergencias, priorizando casos con hemorragia intracraneal.

e Profesional = 200 USD x hora

e Tiempo de etiquetado por tomografia = 20 min
e Costo por tomografia 66.666.... USD.

Entrenamiento Entrenamiento
supervisado semi-supervisado
10.000 imagenes etiquetadas 100 imagenes etiquetadas
667/.000 USD 6.670 USD
3.333 horas 33.3 horas
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APORTES a) b

e Uso de GANs entrenadas con pocos © ©
Etiqueta
datos etiquetados y una mayor E E

proporcidon de datos sin etiquetar.

e Arquitectura que utiliza técnicas del
estado del arte capaz de ser entrenada
con pocos datos etiquetados.
e Hibridacidon con algoritmos evolutivos l

(AEs) para mejores resultados y mayor
P ) acosy may GAN + AEs
robustez en el entrenamiento.



Redes neuronales
generativas antagonicas
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GANSs a) B

e Generador (G)
e Discriminador (D)

Entrenamiento adversarial: - Probabilidades
ambas redes tienen objetivos > de cada clase
antagonicos. El buen desempeno y falso

de una red implica el mal
desempeno de la otra.

Datos reales

o —'U

Datos generados




N KCenieria
GAN CONVOLUCIONAL AL

Salida

e Uso de redes neuronales Imagenes of

: reales T2 Q E— o

convolucionales (CNN) P

e Capas adicionales: batch E T P
" = el - Imagenes Pralso

normalization, dropout, leaky RelLU. generadas

e Loss del discriminador: Vector
aleatorio

LD — Lsupervisado + Lno_supervisado

Lno_supervisado — Lno_etiquetado =+ Lfalso

e | oss del generador:

LG — Lcalidad + ﬁ,/Ldi'z;ersidad
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e Basados en la evolucién de los seres vivos.
e Poblacion de individuos evaluados mediante su aptitud.
e Proceso iterativo. Operadores de seleccion, cruzamiento, mutacion y reemplazo.

Repetir hasta alcanzar criterio de parada

I Nueva poblacién
Descendientes | Generacion i+1

mutados

ve

Poblacion inicial
Generacioni

Padres Descendientes

TRY - YR

Seleccion Cruzamiento Mutaciodn Reemplazo
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Hibridacion con AEs Y

e Se enfrenta una poblacidn de generadores versus una de discriminadores.
e Multi-objetivo (MOEA): Dos funciones objetivo. Se utiliza el algoritmo Non-
Dominated Sorting Genetic Algorithm [ (NSGA-II).
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OBJETIVOS UTILIZADOS
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Generadores

Discriminadores

1 | Pp|

Fcalidad(Gi) — @

=1

Z Leatidad(Gs, D)

|Pp|
1
Fdiversidad(Gz’) = a1 (Z Ldiversidad(Gi: D]))

Lsupervisado

Fno_supervisado (Dz) — Lno_etiqueta,do (Dz) + Ffa,lso(D'i)

Ejemplo para calidad
generadores:

Lcalz’dad (Gm D

Lcalidad (G% Dj

©

)

Lcalidad(Gia Dp)

A 4

1
Ffalso(Dz') = @ (

|Pc|
Z Lfalso(Gja Dz‘)
g=1




AE PROPUESTO

Pp Pq

1 - Inicializacion

e |nicializacion
aleatoria.

e Emparejamiento.

e Entrenamiento.

2 - Seleccion

e Seleccionar M
aleatorlamente.

e Seleccionar K
mediante NSGA-II.

358

3 - Cruzamiento
e Clonar padres.

e Emparejar.

e Entrenar.
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Pp Pa

4 - Reemplazo

e Reducir a P mediante
NSGA-II.
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DATASET MNIST LI

e Digitos manuscritos en escala de grises

e Imagenes de 28x28 pixeles

e 60.000 imagenes de entrenamiento y 10.000 de test.
e Escenarios con 60, 100, 500 y 1000 datos etiquetados.
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e Similares para todos los enfoques y escenarios con medias = 10

(buena calidad) y desvios bajos.
e No hay diferencias significativas entre distribuciones.
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PRECISION

Enfoque no evolutivo

e Medianas altas y s

desvios altos. o

* Mas datos etiquetados _ «

resultan en medianas
mas altas y dispersiones
mas bajas.

e Muchos valores atipicos.
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PRECISION

MOEA

Medias y medianas mas altas

y desvios e IQRs mas bajos.

Mas datos = mejores
resultados.

Escenarios de pocos datos
con buenos resultados.

Frentes de Pareto mas

poblados = Medias mayores.

Pracision

‘

FACULTAD DE
INGENIERIA

‘ ‘ UDELAR

m-

g5

B0

a *

'I|'|:|_

B5

G0 -

&0

-

1
100

N — *

Cantidad de datos ctiquetados

00

ﬁ

# Discriminadores

Cantidad de datos etiquetados

-)

60 100 200 1000
1 79.54 86.50 92.13 -
2 87.68 92.19 90.21 95.84
3 90.27 94.05 94.81 96.54
4 92.67 94.73 95.31 96.89
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COMPARACION DE PRECISIONES cnfoque

B No evolutivo
B MOEA

MOEA logro: 100 -
e desvios 56%-97/% menores. o ﬁ
e medias +10-12%. . o
e medianas hasta +5.43%. 80 - 8
e costo computacional x3. o '
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CONCLUSIONES ny

?ﬂi} 1. Entrenamiento de GAN sin AE.

2. Hibridacién con AE aporta robustez en €l
entramiento.

3. MOEA logra mejoras de precision
(valores cercanos al estado del arte).

<

4. FID estable.
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‘Muchas
gracias!
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Preguntas?
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