INTRODUCCION AL FORCING SEGUNDO SEMESTRE DE 2024

Practico 5: Extensiones genéricas

Conjuntos de condiciones Sea (IP, <) € M un conjunto de forcing (i.e. un conjunto ordenado
no vacio) en un modelo transitivo M | ZF. Dadas condiciones p, g € IP, se nota
=pTq
=plg

@reP)Yr<pAr<gq («p y g son compatibles»)

—AreP)(r<pAr<gq) («p'y g son incompatibles»)

Se recuerda que un subconjunto X C P es:

abierto cuando (Vp,geP)(p<gAhgeX = peX)

= denso cuando (VpeP)(dgeX)g<p

predenso cuando (VpeP)(dgeX)qTp

unfiltro cuando X #3 A X=71X A (Vp,qeX)@AreX)(r<pAr<gq)
una anticadena cuando (Vp,geX)(p#q=p L q)

Ejercicio 1 (Filtros M-genéricos). Demostrar que para todo filtro G C P, las siguientes aser-
ciones son equivalentes:
(i) G interseca todo subconjunto denso de P en M.
(if) G interseca todo subconjunto abierto denso de P en M.
(iii) G interseca todo subconjunto predenso de P en M.
(iv) G interseca toda anticadena maximal de Pen M (cuando M E AC)

Cuando es el caso, se dice que G C P es un filtro M-genérico.

Ejercicio 2 (Ortogonal de un conjunto de condiciones). Dado un subconjunto X C P, se nota
Xt :={peP:(VgeX)p L q}. Demostrar que para todos X, Y C P

(1) X CY implica X+ 2 Y+

(2) Xcx++

(3) X+ = xtiid

(4) X* esta cerrado inferiormente

S) XnX+t=0

(6) X U X* es predenso

(7) X=X** sii X=X (ie. X es un abierto regular).
Ejercicio 3 (EI dlgebra booleana B). Sea B := {X € BM(P) : X = X'} (¢ M) el dlgebra
booleana inducida por P, y e : P — B la funcién definida por e(p) := {p}** para todo p € P.

(1) Verificar que e(p) ={g € P: (Vr<qg)r T p}paratodo p € P.

(2) Demostrar que para toda condicion p:

e(p) es un dtomo en B (sentido booleano) sii  (Vgq1,¢2<p) q1 T q>.

El conjunto de forcing (P, <) es separativo cuando (Vp,qgeP)(p £ g = (Ap’<p) p’ L q).

(3) Demostrar que si (P, <) es separativo, entonces e(p) = |{p} para todo p € P, y luego la
funcion e : P — B es un encaje de (P, <) en (B, ).



Relacion de forcing Dada una féormula ¢(xi, ..., x,) de .Z j, se recuerda que la relacion de
forcing p - o(uy,...,u,) (conpePyu,...,u, € MP) estd definida en M por:

plEouy,...,u) & elp) < [eu,...,u)]"
e peleuy,...u)]®

Ejercicio 4 (Propiedades de la relacion de forcing). Dadas féormulas ¢, ¥, y(x) con pardmetros
(implicitos) in M®, demostrar que para todo p € PP, tenemos que:

(1) plFe = (Yg<p)gqlF¢

(2) ~ApeP)pl-¢ A plF—p)

(3) (VpeP)dq<p)glre vV qlF —¢)

4 plE-yp & (Vg<p)qk o

S plFeAy & plo A plEy

©6) plFevy © Vg<p)@r<g)riFe Vv riFy)
(7 plEVxe(x) © (YueM®) pl- ou)

Q) plFIxp(x) © (Vg<p)@r<g)QueMB) ri- o(u)

Cuando M E AC, demostrar ademads que:
9 plFIxpx) © QueM®) pl- o)

Ejercicio 5 (Cardinales posibles para el continuo). En este ejercicio, se supone que existe un
modelo transitivo numerable de ZF.

(1) Mostrar (bajo la hip6tesis anterior) que cada una de las siguientes teorias tiene un modelo
transitivo numerable: ZFC + HGC, ZFC +2% =K, (n>1) y ZFC +2% =K_,,.

(2) Demostrar en ZFC que (Y« € Cn)(cof(k) = Ny = k™ > k)
(Sugerencia: Usar el lema de Konig.)

(3) Demostrar en ZFC + HGC que (Vk e Cn)(cof(x) > 8y = K0 = k)
(Sugerencia: Observar que si cof(k) > Ny, entonces k™ = sup,,_, u™.)

(4) Mostrar que existe un modelo transitivo M = ZFC y un cardinal k € Cn" tales que:
M E cof(k) >Ry y M & > k. (Sugerencia: Elegir M tal que M | 2% = RK,.)

(5) Dado un modelo transitivo numerable M = ZFC, demostrar que para todo cardinal in-
finito k € Cn™ tal que M E k™ = «, existe una extensién genérica M[G] 2 M tal que
CnMC = cn™ y M[G] | 2% = «.

Ejercicio 6 (Condicion de k-cadena). Sea un modelo transitivo M E ZFC y un conjunto de
forcing (P, <) € M. Fijado un cardinal infinito x € Cn", se dice que el conjunto de forcing
(P, <) € M cumple la condicion de k-cadena (notacién: k-c.c.), cuando

M = (VA CP)(A anticadena = |A| < k).

En lo siguiente, siempre se considera la condicién de k-cadena (que no es absoluta) en el sentido
del modelo de base M.

(1) Sea B := {X € P¥(P) : X = X**} € M el dlgebra booleana inducida por I’ en M.
Demostrar que si (P, <p) cumple la k-c.c. en M, entonces:

M E (VA CB)(A anticadena = |A| < k).



A partir de ahora, se considera un filtro M-genérico G C P.

(2) Demostrar que si (P, <p) cumple la x-c.c. en M, con « regular en M, entonces:
M[G] E (Yu>«)((u cardinal regular)” & u cardinal regular).
(Sugerencia: Adaptar la prueba del teorema de preservacion de los cardinales bajo la
condicién de cadena numerable.)
(3) Demostrar que si (P, <p) cumple la x-c.c. en M, con « regular en M, entonces:
M[G] & (Yu>«)((u cardinal) & u cardinal).

(Sugerencia: Considerar el minimo contraejemplo.)
(4) Deducir de lo anterior que en toda extension genérica M[G] 2 M, existe un cardinal
infinito x € Cn" tal que:
M[G] E (Yu>«)((u cardinal)” < u cardinal).
(5) Demostrar que en toda extension genérica M[G] 2 M:
M[G] E (QA,0€0n)(NaeOn) (N, = NY

/l+0'+a)'

Ejercicio 7 (Colapso de cardinales). Sea un modelo transitivo numerable M = ZF. Mostrar
que para cada par X, Y € M de conjuntos infinitos en M, existe una extension genérica de M en
la cual ambos conjuntos X e Y son equipotentes.

Ejercicio 8 (Conjuntos de forcing k-distributivos y x-cerrados). Sea un modelo transitivo M =
ZFC y un conjunto de forcing (P, <) € M. Fijado un cardinal infinito x € Cn", se dice que el
conjunto de forcing (P, <) € M es:

» k-distributivo cuando la interseccion de toda familia (en M) de subconjuntos abiertos
densos de P indexada por el cardinal x es un subconjunto abierto denso de [P;

» <k-distributivo cuando es A-distributivo para todo cardinal A < « (en M);

= k-cerrado cuando toda sucesion decresciente de elementos de P (en M) indexada por un
ordinal A < « tiene una cota inferior en P;

» <k-cerrado cuando es A-cerrado para todo cardinal A < « (en M).

(1) Demostrar que si (P, <p) es k-cerrado (en M) entonces es «-distributivo.

(2) Demostrar que si (P, <p) es k-distributivo (en M), entonces en toda extensioén genérica
M[G] 2 M y para todo conjunto X € M, tenemos que (X“)"I¢! = (X) 'y en particular:
PHIEGI (k) = B (x).

(3) Deducir de lo anterior que si el conjunto de forcing (P, <p) € M es <k-distributivo, enton-
ces toda extension genérica M[G] 2 M preserva todos los cardinales hasta « (inclusive).

Ejercicio 9 (Forzar un buen orden sobre B(w)). En un modelo transitivo M | ZF + DC, se
considera el conjunto de forcing (P, <p) € M definido por:

(B, <p) = (| Iny(@. $"()), 2)
a<NM

donde Iny(a, B¥(w)) es el conjunto de las funciones inyectivas de a en $(w). Fijado un filtro
M-genérico G C P, se nota g := | J G (¢ M[G)).
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(1) Demostrar que (P, <p) es Ny-cerrado en M, y deducir que PV (w) = P¥(w).
(Sugerencia: No se pueden usar directamente los resultados del Ejercicio 8, que requieren
que M | AC. Sin embargo, se pueden adaptar dichas ideas al marco de este ejercicio, en
que solo suponemos que M | DC.)

(2) Demostrar que M[G] E g : 8; — B(w) biyectiva.

(Sugerencia: Primero demostrar que M[G] g : 811” — P(w) biyectiva,
y luego deducir que 8} = NM))
(3) Deducir que M[G] E B(w) bien ordenable.

Ejercicio 10 (Colapso de Lévy). En un modelo transitivo M | ZF, se consideran un cardinal
regular infinito « (en M) y otro cardinal A > « (en M). Se considera el conjunto de forcing

P,<) = ((f : k= A) : [dom()] < 1}, D) (€ M)
asf como un filtro M-genérico G C P.
(1) Demostrar que el conjunto ordenado (PP, <) es separativo y <k-cerrado (en M). Deducir
que todos los cardinales < k en M estan preservados en M[G].
(2) Demostrar que M[G] = || = «.

(3) Demostrar que si A = A (en M), entonces |P| = A (en M). Deducir (bajo la hipétesis
anterior) que todos los cardinales > A en M estan preservados en M[G].

Ejercicio 11 (Forcing producto). Sean (P, <;), (P, <,) € M dos nociones de forcing adentro
de un mismo modelo transitivo M | ZF. Se considera el conjunto producto

(P, <) == (Py X, <1 X %)
donde < := < X <5 es el orden producto, definido por

(P1,p2) £(q1,q2) sii pir<iqry ppoqa (para todos (p1, p2), (q1,q2) € P)

(1) Demostrar que para todo G C PP, las siguientes condiciones son equivalentes:
(1.1) El subconjunto G C P es un filtro M-genérico;
(1.2) Gesdelaforma G = G; X G,, donde G; C PP, es un filtro M-genérico,
y G, C P, un filtro M[G]-genérico.
(1.3) Gesdelaforma G = G; X G,, donde G, C P, es un filtro M-genérico,
y G| C Py un filtro M[G,]-genérico.
(2) Deducir de lo anterior que para todo filtro M-genérico G = G| X G, C P, tenemos que

M[G] = M[G\][G,] = MI[G:]IG:].



